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Improving Source-to-Destination Communication Schemes in Wide-Scale Cluster-Tree Wireless Sensor Networks

The use of wireless sensor network (WSN) based technologies is an attractive solution for wide-scale sensing applications such as environmental monitoring, precision agriculture and industrial automation. IEEE 802.15.4/ZigBee standards are the most used communication protocols for WSN technologies. Among the different network topologies proposed by these standards, the cluster-tree topology is pointed out as a suitable topology to support the implementation of wide-scale WSNs. The cluster-tree topology is a special peer-to-peer network, where nodes are grouped into clusters interconnected through their coordinator nodes. The design of this type of topologies encompasses relevant issues related to, for instance, network formation, beacon frame scheduling, network parameter configuration and multi-hop communication. Although presenting a series of advantages related to the duty-cycle operation and timing synchronisation, one of the most stringent limitations of cluster-tree networks is that all communication paths go through the PAN coordinator node (cluster-tree root). This communication behaviour results in a potentially higher number of hops along the path, higher energy consumption, higher end-to-end communication delays and higher network congestion around the PAN coordinator. These limitations encourage the design of new communication schemes.

Within this context, this thesis is focused on providing new efficient mechanisms to support source-to-destination message stream communication in IEEE 802.15.4/ZigBee cluster-tree WSNs for wide-scale deployments. Basically, two communication mechanisms are provided as main contributions: a set of proportional Superframe Duration Allocation (SDA) schemes and the Alternative-Route Definition (ARounD) communication scheme. On one hand, SDA schemes provide guidelines to efficiently setup the communication structures of the coordinator nodes of cluster-tree networks, in order to improve the network throughput of the monitoring traffic (from sensor nodes towards the PAN coordinator). The main idea of these allocation schemes is to adequately allocate superframe durations, beacon intervals and buffer size values for cluster-head nodes, by considering well-defined protocol and timing network models and network features such as the message load imposed by child nodes and
the number of descendant nodes. The hypothesis is that the careful adjustment of communication structures may avoid typical problems of cluster-tree networks, such as: network congestion, higher end-to-end communication delays and discarded messages due to buffer overflows. Simulation assessments show that the use of proportional superframe duration allocation schemes clearly improves the network behaviour. On the other hand, the ARounD communication scheme proposes the definition of alternative communication paths to support multi-hop message streams between source and destination nodes, by using cluster-tree nodes during their inactive periods. The main idea is to setup shortest inter-cluster paths through border nodes, in order to avoid the tree paths. The hypothesis is that, by setting-up alternative paths, the ARounD communication scheme may improve performance metrics and save network resources. In fact, simulation assessments show that the proposed communication scheme can significantly decrease the end-to-end communication delay of message streams and the energy-consumption of network nodes. Also, the ARounD scheme is able to reduce the network congestion, mainly near the PAN coordinator node.

Finally, this thesis also provides a new simulation model for wide-scale cluster-tree networks, that encompasses the most relevant communication mechanisms present in this type of networks, such as: random cluster-tree formation, hierarchical addressing, beacon scheduling schemes, superframe duration allocation schemes, direct and indirect data communication mechanisms, and different data traffic models. This simulation model was used for the assessment of the communication mechanisms proposed in this thesis, and will be shortly available for research community.
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Melhorias dos Esquemas de Comunicação Origem-para-Destino em Redes de Sensores sem Fio Cluster-Tree de Larga Escala

O uso de tecnologias baseadas em Redes de Sensores Sem Fio (RSSF) é uma solução atraente para aplicações de detecção em larga escala, tais como monitoramento ambiental, agricultura de precisão e automação industrial. As normas IEEE 802.15.4 e ZigBee são os mais utilizados protocolos de comunicação para tecnologias baseadas em RSSF. Dentre as diferentes topologias de rede propostas por essas normas, a topologia cluster-tree (árvores de agrupamentos) é apontada como uma topologia adequada para suportar a implementação de RSSFs em larga escala. A topologia cluster-tree é uma rede ponto-a-ponto especial, onde os nós de rede são agrupados em conjuntos interconectados através de seus nós coordenadores. O projeto deste tipo de topologia engloba questões relevantes relacionadas com, por exemplo, a formação de redes, escalonamento de quadros de beacons (balizas), configuração de parâmetros de rede e comunicação multi-hop (múltiplos saltos). Embora este tipo de topologia apresente uma série de vantagens relacionadas com a operação duty-cycle (ciclo de trabalho) e sincronização de tempo, uma das limitações mais rigorosas de redes cluster-tree é que todos os caminhos de comunicação fluem para o nó coordenador da PAN (nó raiz da rede). Este comportamento de comunicação resulta em um número potencialmente maior de saltos ao longo do caminho, maior consumo de energia, maiores atrasos de comunicação fim-a-fim e maiores congestionamentos de rede em torno do coordenador da PAN. Estas limitações encorajam a concepção de novos esquemas de comunicação.

Dentro deste contexto, esta tese está focada em fornecer novos mecanismos eficientes para suportar a comunicação de fluxo de mensagens da origem até o destino em Redes de Sensores Sem Fio cluster-tree baseadas nas normas IEEE 802.15.4 e ZigBee, para implantações em larga escala. Basicamente, dois mecanismos de comunicação são fornecidos como contribuições principais: o esquema de Alocação Proporcional de Durações de Superframe (SDA) e o esquema de Definição de Rotas Alternativas (ARounD). Por um lado, o esquema SDA fornece diretrizes para configurar de forma eficiente as estruturas de comunicação para nós coordenadores de redes cluster-tree, a fim de melhorar
a taxa de transferência de rede do tráfego de monitoramento (a partir de nós sensores em direção ao coordenador da PAN). A ideia principal destes esquemas de alocação é alocar de forma adequada durações de superframe (super-quadros), intervalos de beacons e os tamanhos dos buffers para os nós coordenadores, considerando modelos de tempo e de protocolo bem definidos e características da rede, tais como a carga de mensagens imposta por nós filhos e o número de nós descendentes. A hipótese é que o ajuste cuidadoso das estruturas de comunicação pode evitar problemas típicos de redes cluster-tree, tais como: congestionamentos de rede, altos atrasos de comunicação fim-a-fim e o descarte de mensagens devido à buffers cheios. Avaliações através de simulação mostram que os esquemas de alocação de durações de superframes claramente melhoram o comportamento da rede. Por outro lado, o esquema de comunicação ARounD propõe a definição de caminhos de comunicação alternativos para suportar fluxos de mensagens de múltiplos saltos entre um nó origem e um nó destino, usando os nós da rede cluster-tree durante os seus períodos de inatividade. A ideia principal é configurar caminhos mais curtos entre-clusters através de nós de borda, a fim de evitar os caminhos da árvore. A hipótese é que, através da criação de caminhos alternativos, o esquema de comunicação ARounD possa melhorar métricas de desempenho e poupar recursos da rede. De facto, avaliações através de simulação mostram que o esquema de comunicação proposto pode diminuir significativamente os atrasos de comunicação fim-a-fim de fluxos de mensagens e o consumo de energia dos nós da rede. Além disso, o esquema ARounD é capaz de reduzir o congestionamento de rede, principalmente nas proximidades do nó coordenador da PAN.

Finalmente, esta tese também fornece um novo modelo de simulação para redes cluster-tree em larga escala, que engloba os mais relevantes mecanismos de comunicação presentes neste tipo de rede, tais como: formação de redes cluster-tree de forma aleatória, endereçamento hierárquico, esquemas de escalonamento de beacons, esquemas de alocação de durações de superframes, mecanismos de comunicação de dados direta e indireta e diferentes modelos de tráfego de dados. Este modelo de simulação foi utilizado para a avaliação dos mecanismos de comunicação propostos nesta tese e irá ser disponibilizado brevemente para a comunidade científica.
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Chapter 1

Introduction

"The three great essentials to achieve anything worthwhile are, first, hard work; second, stick-to-itiveness; third, common sense."

Thomas A. Edison

The research work presented in this Thesis intends to be a contribution to the advance of the state-of-the-art of wide-scale cluster-tree wireless sensor networks. In this chapter, firstly the research context, scope and motivation for this work are presented. Following, the research problem is stated and the key contributions of this research work are outlined. Finally, the document structure is presented.

1.1 Research Context and Scope

Nowadays, automation activities, combined with the continuous technological advance, are essential for the competitiveness increase in all industrial sectors. Indeed, in the current globalised world, it is increasingly demanded the development of new technologies, in order to increase productivity and efficiency in all industrial sectors [1]. With the advent of new wireless technologies, an increasing number of applications have focused in wireless connectivity, including industrial automation, distributed control systems and general networked embedded systems [2]. In fact, wireless communication systems provide a series of advantages, when compared with traditional wired communication technologies, such as: reduced deployment and management costs, mobility and the possibility of deployment in harsh environments, where the human intervention is limited [3, 4].

Within this context, the use of Wireless Sensor Network (WSN) based technologies is an attractive research field, due to the wide range of application domains, such as: industrial and home automation, military applications, environment and building monitoring, target tracking, automotive systems, health monitoring, smart cities, and agricultural monitoring [5–8]. Note that, currently, WSNs are being extended and deployed to practically all human activities. Wireless sensor Networks (WSNs) are special ad hoc networks composed of a varying number of specific devices, commonly called sensor nodes. Sensor nodes are low-cost, low-power, and low-rate wireless devices with capabilities for sensing,
processing, and communicating data upon a given monitored environment. Basically, sensor nodes are composed of the following components:

- **Sensor circuitry**: used to gather information/data about physical phenomena of monitored environments, such as: temperature, pressure, humidity, motion, light, and others;
- **Processing unit**: used to process sensed data and to perform additional computing activities;
- **Internal memory**: used to locally store sensed and program data;
- **Communication module**: used to communicate with neighbouring nodes, in order to transmit and receive data;
- **Energy supply unit**: power source used to provide energy to sensor nodes (batteries and/or energy harvesting mechanisms are commonly used).

Figure 1.1 illustrates a typical WSN scenario. Sensor nodes are deployed along of a specific environment, in order to monitor a set of given physical variables. Depending on the application requirements, the deployment of nodes can be structured (predefined) or unstructured (randomised) [9, 10]. In a structured deployment, sensor nodes are strategically deployed along the monitored environment, which enables a planned network construction and save resources [10]. This type of deployment is suitable for known environments, reducing deployment and management costs and enabling a total environment coverage with a small number of sensor nodes. In turn, there are many environments where the predefined deployment is hard or even impossible. In this case, an unstructured deployment becomes necessary. In the unstructured deployment, sensor nodes are deployed using a randomised strategy. This type of deployment is suitable for harsh environments, where the human access is limited or unreachable and wired systems are unsuitable [8, 9]. This deployment is also commonly used in wide-scale\(^1\) environments.

After being deployed, sensor nodes are responsible for sensing physical phenomena around their coverage area and reporting these data to special nodes, called *sink nodes* (also known as *base station* - BS). As each sensor obtains limited local information, sensor nodes should self-organise into an ad hoc network and collaboratively work towards a common task [2, 6, 8]. The sink node is responsible for receiving the information gathered by sensor nodes and acts as interface with end users or gateway for other networks. According to Kumar et al. [7], WSNs can be designed with one or more sink nodes, depending on the application requirements.

It can be also observed in Figure 1.1, that some nodes may not directly communicate with sink nodes. In this case, sensor nodes can be used as *intermediate nodes* (or *repeater nodes*) for more distant nodes. This assumption often occurs in *wide-scale* environments, where intermediate nodes are responsible for relaying data from distant nodes. This type of networks is frequently called of multihop networks [2, 4, 6, 9, 11].

\(^1\)In this Thesis, we adopt the *wide-scale* term to refer geographically wide deployment environments, as the *large-scale* term commonly used in WSN Literature is often related to highly-dense WSNs, with a large number of sensor nodes in a small scale environment.
1.1. Research Context and Scope

Figure 1.1: An example of Wireless Sensor Network.

Following the same reasoning, wireless devices (nodes) may also be equipped with special transducers called *actuators*, with capability to actuate upon the monitored environment. In this case, these nodes are called *sensor/actuator nodes* and these networks are often referred as *Wireless Sensor and Actuator Networks* (WSANs) [5, 12]. According to Akyildiz and Kasimoglu [12], WSANs are composed of a large number of sensor nodes that are responsible for gathering information about the environment, while a smaller number of actuator nodes are responsible to perform appropriate actions based on these observations. With this, WSN application domains are even greater.

WSNs present a set of advantages over traditional *ad hoc* networks, within which we can highlight: flexibility, mobility, autonomous and collaborative operation. However, unlike traditional *ad hoc* networks, WSNs impose a set of constraints related to the resource limitations of sensor nodes (energy, processing and storing) and inherent features of low-power wireless communication. Moreover, the monitored environment also imposes a set of constraints (size, obstacles, hazardous area, and others), which must be considered in the design of WSNs. Within this context, the design of WSNs is a challenging task, due to the large number of constraints that need to be simultaneously satisfied. This way, based on WSN literature, we can highlight a set of important issues that must be taken into account when designing new WSN approaches, protocols or algorithms, such as:

- **Energy-Efficiency**: sensor nodes are commonly powered by limited batteries (energy supply). In this way, the energy consumption is one of most important requirements when designing WSNs. Moreover, in hazardous environments, the replacement of batteries can be impossible or impractical. Thus, energy-efficiency operation is one of the most important issue in WSNs [6, 13].

- **Self-organisation**: hazardous or wide-scale environments may require randomised deployment. In this case, sensor nodes must have self-organisation capabilities without the human intervention, in order to build adequate communication network topologies [14, 15].
Scalability: depending on the application, WSNs may be composed of a large number sensor nodes (tens, hundreds or thousands) along a wide-scale environment, which imposes a strict constraint, regarding to the design of the network topology and communication protocols. Thus, scalability becomes an important requirement to design WSN applications [4, 16].

Real-time: critical applications impose time-sensitive requirements, where data transmissions have real-time constraints. In this case, the design of WSNs must ensure individual message deadlines [17].

In recent years, several specifications were released by standardisation bodies and industrial alliances, that are suitable for building WSNs with different characteristics and requirements for the most diverse application domains. Within this context, it can be highlighted the following specifications: IEEE 802.15.4 [18], IEEE 802.15.4e [19], IEEE 802.15.5 [20], ZigBee [21], WirelessHart [22], and 6LoWPAN [23], being the IEEE 802.15.4/ZigBee set of standards the most used wireless technologies to build Wireless Sensor Networks.

The IEEE 802.15.4-2015 [18] standard defines a PHYsical layer (PHY) and Medium Access Control (MAC) sublayers for Low-Rate Wireless Personal Area Network (LR-WPAN), focusing on short-range operation, low-data rate, energy-efficiency and low-cost implementations. In turn, ZigBee [21] specifies the upper layers (Network and Application) over the IEEE 802.15.4 protocol stack.

According to the application requirements, the IEEE 802.15.4/ZigBee standards basically define two types of network topologies: star and peer-to-peer. In the star topology, all sensor devices directly communicate with a unique node, named PAN coordinator (centralised paradigm). The PAN coordinator is the primary controller and is responsible to initiate, terminate, and route communication around the network. Figure 1.2 illustrates an example of a star topology.

Despite its simplicity, this topology mainly fails regarding to scalability, because its coverage is bounded by the transmission range of its member nodes, which prevents the building of wide-scale WSNs.

In the peer-to-peer topology, each device can communicate with any other node, as long as they are in the communication range of one another. This way, this topology allows to
implement more complex network formations, such as mesh and cluster-tree topologies. Figure 1.3 illustrates an example of peer-to-peer topology.

The mesh networking topology uses a decentralised communication paradigm and allows multihop routing through neighbouring nodes, where sensor nodes can act as routers, forwarding packets from other nodes that are not within direct transmission ranges of their destination nodes [24]. Mesh topologies provide network flexibility and lower complexity, besides routing redundancy and good scalability [25, 26]. However, this topology does not provide explicit timing synchronisation mechanisms, which would allow nodes to enter into low power mode [27, 28], to increase the network lifetime. Moreover, an additional complexity is added in order to ensure end-to-end connectivity [26]. These features are not desirable for typical WSN-based monitoring applications, where energy-efficiency and lower complexity are crucial issues.

The cluster-tree networking topology is a special case of peer-to-peer topologies. Cluster-tree is pointed out as one of the most suitable topologies for building wide-scale WSNs [29, 30]. In this type of topology, nodes are grouped into clusters, being coordinated by a node called Cluster-Head (CH). CHs are responsible to provide synchronisation for its associated nodes and centralize all intra-cluster communication. The cluster-tree network formation is started by a unique node called PAN coordinator, which acts as coordinator for the network and is responsible for all management activities. According to the IEEE 802.15.4 standard, a single cluster can be considered the simplest case of a cluster-tree network. Several neighbouring clusters can be interconnected through their coordinator nodes (cluster-heads), forming a multicluster hierarchical network structure, in order to increase the network size and to enable wide-scale deployments. Figure 1.4 illustrates an example of an IEEE 802.15.4/ZigBee cluster-tree network.

When using cluster-tree topologies, the network operates in beacon-enabled mode. In this mode, all communication activities are performed according to a structure called superframe. A superframe is bounded by beacon frames that are periodically transmitted by coordinator nodes (cluster-heads). Beacons are used to synchronize the associated nodes and to describe the superframe structure. A superframe structure is composed of two parts: active and inactive periods. In the inactive period, nodes can enter in low power mode to save energy. In the active period, communication between cluster nodes can be performed. The active part comprises two periods: contention access period (CAP) and contention-free period (CFP).

In the CAP period, communicating nodes must contend for the access to the wireless channel using a slotted CSMA-CA (Carrier Sense Multiple Access with Collision Avoidance)
channel access mechanism. For applications that require low latency or specific bandwidth, the CFP period is introduced. In the CFP period, coordinator nodes can allocate guaranteed time slots (GTS) for specific devices. In these slots, nodes can transmit data frames without contending for the wireless channel. Coordinator nodes can allocate up to seven GTSs to their sensor nodes, and each sensor node can use more than one GTS.

The superframe structure is defined by macBeaconOrder (BO) and macSuperframeOrder (SO) parameters. These parameters define the Beacon Interval (BI) and the Superframe Duration (SD), respectively. BI defines the interval at which the coordinator must transmit its beacon frames. SD defines the length of the active portion of the superframe. Figure 1.5 illustrates the superframe structure and describes the SD and BI values.

Although IEEE 802.15.4 considers cluster-tree topologies, this standard does not provide explicit mechanisms to deal with cluster-tree networks. For this purpose, the ZigBee specification defines the network and application layers over the IEEE 802.15.4 protocol stack, providing mechanisms that enable the construction of cluster-tree networks, such as: network formation and association rules, hierarchical addressing and tree-based routing. Nevertheless, IEEE 802.15.4/ZigBee-based cluster-tree WSNs still impose several
challenging issues, encouraging researchers to develop new protocols and algorithms to solve open research questions of typical wide-scale deployments of WSNs.

1.1. WSN Applications

In 2002, Akyildiz et al. [9] envisaged that WSNs would be integral part of people’s live, even more than personal computers. In fact, this assertion has become a reality. Currently, WSNs have been adopted in a growing number of application domains, from the simplest one until the most complex and hostile application scenarios.

This way, a few examples of wide-scale WSN applications may be summarised as follows:

1. **Industrial Applications.** Currently, WSNs are widely used in the industrial domain, such as: factory and process automation, coordination among robots, target tracking, and industrial environment monitoring [2, 31]. According to Kumar et al. [7], by using WSNs to monitor and control industrial environments, the human presence could be eliminated in dangerous and hostile places. Also, the deployment and management costs can be reduced by implementing wireless technologies. Despite the advantages provided by the use of WSNs, WSN-based industrial applications impose a set of unique features and issues that must be considered when designing new protocols and approaches, such as: tight real-time requirements, reliability, fault tolerance, security and privacy, scalability, energy efficiency operation, and hostile and noisy environments [1, 2]. These issues require industrial, sensor and networking expertise.

2. **Military Applications.** WSNs can be used in military applications for different purposes, in order to collect relevant information about battlefields, and to allow strategic decision-making [32]. According to Akyildiz et al. [9], WSNs can be an integral part of military command, control, communications, computing, intelligence, surveillance, reconnaissance and targeting systems. A few examples of the WSN applicability for military purposes are: enemy force detection, friendly force monitoring, soldier health monitoring, equipment monitoring, battlefield surveillance, targeting, attack detection, secure communication, among others [9, 32, 33]. Lee et al. [34] pointed out some of the most relevant requirements imposed by WSN-based military applications: security, fault tolerance, scalability, connectivity, energy efficiency operation and reliability.

3. **Environmental Monitoring.** Environmental monitoring is one the most typical WSN applications. Basically, a large number of sensor nodes may be deployed in a wide-scale area, in order to periodically monitor and sense detailed information about various physical variables, such as temperature, humidity, light, sound and pressure, and to send these information for base stations. WSNs can be used for a wide variety of environmental applications, such as: animals tracking and monitoring, environment monitoring, forest monitoring, irrigation, chemical/biological detection, precision agriculture, geophysical monitoring, fire detection, meteorological monitoring, among other [9, 35, 36]. Several environmental monitoring applications can be designed, imposing different challenges that are dependent of the monitored environment. For example, the requirements imposed by a volcanic monitoring (harsh environmental
conditions) are often most restrictive than an agricultural monitoring. In general, in order to develop environmental monitoring applications, the following requirements are considered: autonomous operation, energy efficiency operation, self-organisation, reliability, robustness and flexibility [36].

4. **Precision Agriculture.** Precision agriculture can be considered a special case of environmental monitoring, related to efficiently monitor farming environments. In this context, WSN-based technologies are responsible for automating information collection processes about the crop production. Based on these collected information, control and actuating strategies (for instance, irrigation, temperature control, fertilisation, and pest control) can be performed, in order to maximise the crop yield and quality, and to optimise the environment resources [37–39]. Therefore, the development of efficient data communication mechanisms are essential for obtain appropriate results and to maximise the agricultural production.

5. **Healthcare Monitoring.** WSN has become an attractive technology to monitor the health care of patients and overall people, which may be used for the following purposes: complete patient health monitoring, diagnostic, drug administration, doctor and patient tracking, among them. [9, 10, 32]. According to Ammari et al. [32], sensor nodes can be used to periodically collect information about the vital signals of patients and to send them to medical professional in order to monitor or actuate in emergency case.

6. **Urban Applications.** This application class is becoming very attractive, because it encompasses a series of useful applications, considering the metropolitan environments, such as: structural and environmental monitoring, power system applications, transportation and roadside applications, among others [40]. For example, Nellore and Hancke [41] highlight WSN-based urban traffic management systems, that are responsible to collect real-time data about the vehicular traffic, send them to specific processing units and to process these information in order to implement adequate actions. These systems can provide an efficient real-time vehicular traffic management, acting as a tool to avoid congestion, prioritize emergency traffics and for safety purposes.

In general, the communication schemes proposed in this Thesis can be easily applied in most application domains cited above. Nevertheless, we envisage the use of the proposed schemes in real world applications such as precision agriculture and environmental monitoring applications, which require the design of efficient communication mechanisms to deal with the high data traffic generated by a large number of widely deployed sensor nodes.

### 1.1.2 Research Problem

As previously discussed in Section 1.1, the use of cluster-tree topologies has become an attractive choice to design efficient approaches for WSN-based wide-scale applications. On one hand, the recent advances in Micro-Electro-Mechanical Systems (MEMS) technologies [9, 10], microprocessing power and low-power radio technologies [6] have enabled the development of tiny and low-cost wireless sensor devices increasingly robust, with more storage, processing, and energy capabilities, allowing the design of wide-scale
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Applications composed of massive number of sensor devices [8]. On the other hand, clustering-based hierarchical topologies (as the cluster-tree topology) present a series of benefits to build wide-scale WSNs, such as: advantages of beacon mode (that provides timing synchronisation, collision-free time slots, and duty-cycle operation), distributed network control, energy-efficient operation, reduced network contention, and the possibility of implementing data aggregation or fusion mechanisms [29].

Nevertheless, IEEE 802.15.4/ZigBee-based cluster-tree networks still present some relevant limitations and challenges, especially with regard the design of efficient approaches for wide-scale applications with real-time and energy efficiency requirements [42, 43]. Therefore, within the context of this Thesis, we have identified the following four relevant research problems, that are enumerated and detailed as follows:

1. **Cluster-tree Network formation.** The cluster-tree network formation process involves a set of procedures performed by sensor nodes, in order to self-organise into clusters, such as: the selection of a communication channel, association procedure, admission control and the election of coordinator nodes. According to Cuomo et al. [44], the topology formation is an important phase, because it can influence several network performance parameters, such as: energy consumption, network lifetime, delays and the coverage of environment. The resulting network topology can also impact the information collection activities performed by a cluster-tree WSN. Moreover, other important research problem regarding to cluster-tree formation is related to orphan nodes [45]. Due to common inefficiencies of available formation protocols, nodes may be prevented to join the network, leading the existence of orphan nodes. According to Kim et al. [46], a large number of coordinator nodes may improve the network connectivity and coverage; however, it will also increase the energy consumption and message delays. On the other hand, a smaller number of coordinator nodes may generate a large number of orphan nodes. Considering this topic, relevant contributions were proposed by Cuomo et al. [47] and Bandara et al. [48].

2. **Beacon scheduling.** One of the most studied problems in cluster-tree literature is the beacon frame scheduling [26, 49]. In cluster-tree networks, cluster-heads periodically send beacon frames to their associated nodes. However, sending beacon frames without any synchronisation mechanism may result in serious collision problems [50]. Two types of beacon collisions are related: direct and indirect beacon collisions [26]. In a direct beacon collision, two or more cluster-heads in the same transmission range transmit their beacon frames at the same time, leading to a collision. In the indirect beacon collision, two or more coordinators, which cannot directly hear each other, transmit their beacon frames at the same time. However, as they have overlapped transmission ranges, this transmission may generate collisions (hidden-node problem). Moreover, beacon frames can also collide with data frames. The beacon collisions may generate serious problems for cluster-tree networks, as desynchronisation of nodes and partition of the network. Therefore, synchronization mechanisms must be provided in order to avoid the beacon frame collision. Ahmad and Hanzalek [51] define the beacon scheduling problem as: "the construction of collision free and periodic cluster schedule specifying which cluster will be active at which time and which slot will be assigned to which data flow". Regarding the beacon frame scheduling, some relevant works have been presented in [26, 49, 52–54].
3. **Network parameter configuration.** Another important research problem is related to the MAC parameters configuration. There are several MAC parameters that have a direct impact over the performance of IEEE 802.15.4 protocol. On one hand, we have the parameters that are related to the CSMA-CA medium access protocol [28, 55]; on the other hand, MAC parameters that define the superframe structure [56]. Within the context of the superframe duration configuration, the definition of adequate MAC protocol parameters may provide a better network performance and avoid problems, such as: packet drops due to buffer overflows, congestion and high end-to-end delivery delays, which could lead to the undesired operation of the network. Thus, it is necessary to provide adequate guidelines for setting-up the MAC configuration parameters in order to build efficient wide-scale cluster-tree WSNs. Examples of research works on communication structure configuration can be found in [42, 56, 57].

4. **Efficient and alternative communication schemes.** In cluster-tree networks, all communication are performed by tree-based routing, i.e., data messages will follow paths defined by parent-child relationships. This way, cluster-tree paths assume that all communication go toward the PAN coordinator (sink) node along the tree path, which may impose serious problems, such as: congestion, delays, buffer overflows and higher energy waste (mainly coordinator nodes). Moreover, this type of static routing does not provide any alternative mechanism to forward messages among neighbouring clusters without using tree paths. In order to overcome these weaknesses, the careful design of new opportunistic communication approaches is desirable, thus guaranteeing the most part of the requirements imposed by different applications. Within this context, we highlight the research works proposed in [16, 43, 58, 59].

The research work presented in this Thesis is mainly focused in the following research issues: **Efficient and Alternative Communication Schemes** and **Network Parameter Configuration**.

### 1.2 Research Objectives

Due to some of the inherent features of wide-scale WSNs, mainly related to the large number of deployed low-power and low-rate wireless devices and to their memory-constrained characteristics, most of the proposed communication protocols present serious weaknesses [30, 60, 61]. According to Chakchouk [62], traditional routing protocols are not suitable or even unfeasible for wide-scale WSNs. The constraints imposed by WSNs and the limitations of traditional communication schemes have motivated the design of new communication paradigms and approaches, that may efficiently satisfy the requirements imposed by wide-scale WSN applications [63]. This assumption has been identified as the main motivation of this thesis work.

Within this context, the main objective of this Thesis is to research and develop a set of novel mechanisms to improve source-to-destination message stream communication in IEEE 802.15.4/ZigBee Cluster-Tree WSNs, specially applied to wide-scale deployments. This Thesis encompasses two types of source-to-destination communication: data communications from sensor nodes toward sink node (commonly the
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Therefore, the goals of this thesis work has been addressed as follows:

1. The formulation, implementation and assessment of a novel communication scheme to support peer-to-peer communication in cluster-tree WSNs, avoiding to relay messages through the PAN coordinator (root node), called Alternative-Route Definition (ARounD) scheme. The proposed scheme defines alternative end-to-end communication paths to deal with message streams in a collision-free IEEE 802.15.4 cluster-tree WSNs, without interfering with the pre-defined cluster-tree communication, by using relay/router nodes during their inactive periods, in order to improve several performance metrics of cluster-tree networks.

2. The formulation, implementation and assessment of a holistic approach to adequately allocate superframe durations to multiple clusters in a wide-scale WSN, called proportional Superframe Duration Allocation (SDA) scheme. Based on defined protocol and timing models for cluster-tree WSNs, the proposed SDA schemes define a set of specific guidelines for the network configuration, in order to improve the network throughput in wide-scale WSNs and to avoid typical problems of these networks, such as: congestion, high end-to-end communication delays and dropped messages due to buffer overflows.

1.3 Research Question and Hypothesis

This Thesis has focused on the following fundamental research questions and hypotheses:

How to define alternative communication paths to support on-demand message streams between source and destination nodes, using available network resources of sensor nodes during their inactive periods in IEEE 802.15.4/ZigBee cluster-tree WSNs? For this question, the research hypothesis is that, considering a previously scheduled cluster-tree WSN, the definition of a set of well-defined structures and efficient algorithms allows to build an alternative communication structure that may be used to support message-stream communication, guaranteeing a minimum level of quality of service, which can improve performance metrics such as: end-to-end communication delays, successfully data delivery, overall energy consumption, and network lifetime.

How to improve the traffic communication generated by sensor nodes in IEEE 802.15.4/ZigBee cluster-tree WSNs, avoiding known problems, such as congestion, high end-to-end delays and buffer overflows? For this question, the research hypothesis is that, considering adequate allocation schemes that proportionally set the superframe durations, beacon intervals and buffer size values for coordinator nodes, we may improve the message throughput in cluster-tree WSNs, we may reduce problems related to congestion, high end-to-end delays and discarded messages due to buffer overflows. Most of these problems are directly related to inappropriate configurations of network communication parameters [55, 56, 64, 65].
1.4 Main Contribution and Outline

The main research contributions and the remainder of this Thesis are organised as follows.

Chapter 2 presents an overview of the state-of-the-art regarding routing protocols for WSNs, focusing on their adaptation to wide-scale applications and the impact that WSN topologies have upon their real-time properties. This overview presents a set of existing works, that may be of relevance for the understanding of the proposed approaches in this Thesis. The most relevant part of this chapter was published in [66].

Chapter 3 presents a set of modular simulation models for IEEE 802.15.4/ZigBee networks, that are able to deal with wide-scale cluster-tree WSNs and to address some of their main research issues. The proposed set of simulation models was developed according to the standards and provides important mechanisms to deploy and test wide-scale cluster-tree networks and their data communication mechanisms, allowing to easily design and test new implementations. This chapter is under consideration for publication in International Journal of Distributed Sensor Networks (IJDsn), SAGE.

In particular, this chapter presents the following contributions:

- A set of modular simulation models of IEEE 802.15.4/ZigBee cluster-tree WSNs to implement random or customizable wide-scale deployments;
- Implementation of the main Cluster-tree network mechanisms, such as: cluster-tree formation considering several network attributes, hierarchical addressing, beacon scheduling, and static and proportional superframe duration allocation schemes;
- Implementation of direct and indirect data communication mechanisms;
- Customizable data message streams modelling, considering both monitoring data traffic (node to sink communication) and source-to-destination data traffic (any source to any destination communication).

Chapter 4 presents a set of proportional allocation schemes that enable the setting-up of the superframe duration, beacon interval and buffer size values for cluster-heads of IEEE 802.15.4/ZigBee cluster-tree networks, considering the timing constraints imposed by the set of message streams generated by sensor nodes. This chapter is under consideration for publication in Sensors, MDPI.

In particular, this chapter presents the following contributions:

- The formulation of a set of worst-case boundary equations for IEEE 802.15.4 cluster-tree networks, defining the constraints that must be fulfilled during the network operation, in order to guarantee the adequate timing behaviour of the supported applications.
- The definition of a set of guidelines based on the traffic requirements and network topology to define the superframe durations, beacon intervals and the buffer sizes for each cluster-head, in order to significantly improve the network throughput, avoiding or reducing the congestion of the cluster-tree network.
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Chapter 5 presents a novel alternative communication approach, that enables the support of peer-to-peer message streams in IEEE 802.15.4/ZigBee cluster-tree networks, with guaranteed QoS requirements. A simulation assessment of the proposed alternative communication scheme is also presented. This chapter is under consideration for publication in Sensors, MDPI.

In particular, this chapter presents the following contributions:

- The definition of a new alternative communication scheme for cluster-tree WSNs, called Alternative-Route Definition (ARounD) communication scheme, that avoids the use of default cluster-tree paths; instead, it defines alternative communication paths between source and destination nodes, by using border nodes to relay messages. This scheme saves resources of the cluster-tree network, allowing to extend the cluster-tree network lifetime, because it saves energy from cluster-head nodes, which have a crucial role in keeping the network backbone working.

- The behaviour of the ARounD scheme has been assessed and verified through simulation, highlighting its advantages in what concerns the reduction of both end-to-end communication delays and energy consumption of the overall network.

Finally, Chapter 6 presents the conclusions of this Thesis and provides some new research directions.

A complete list of published/submitted papers is given at the end of this document, in Appendix A.
Supporting Real-Time Communication in Wide-Scale Wireless Sensor Networks

This chapter presents an overview of the state-of-the-art regarding routing protocols for WSNs, focusing on their adaptation to wide-scale environments and the impact that topologies have upon their real-time properties. This chapter is an adaptation of the following book chapter:


2.1 Introduction

Automation activities are essential for the competitiveness increase in all industrial sectors. According to Chen et al. [67], an increasing number of industrial applications are focusing on wireless networks as a core technology. Wireless technologies have also been identified as a very attractive option for industrial and factory automation, distributed control systems, automotive systems and other kinds of networked embedded systems [2]. Within this context, wireless sensor systems can revolutionize industrial processing and meet the demand for increased competitiveness. Wireless sensor technology offers reliable and autonomous communication services for process control, in order to improve product quality, increasing yields and reducing costs. Thus, the use of Wireless Sensor Networks (WSN) in the industrial sectors is an attractive topic of research. Multiple research works have addressed routing and energy-efficiency problems. However, little attention has been given to the support of real-time communication in wide-scale WSNs.

The WSN literature proposes two research contexts: standards and routing protocols. In the standardisation context, one of the most frequently used WSN technologies is the IEEE 802.15.4 standard. The IEEE 802.15.4-2011 [68] is a standard designed for Low-Rate Wireless Personal Area Networks (LR-WPANs), which focus on short-range operation, low-data rate, energy-efficiency, and low-cost implementations. However, this standard has a number of limitations that prevents the construction of wide-scale wireless sensor networks with temporal constraints. Within this context, the IEEE 802.15.4e [19] and 802.15.5 [20] standards were released to enhance the timing/timeliness properties of the 802.15.4 MAC protocol (e.g. lower latency and higher robustness and determinism), and for increasing the
network scalability through the use of mesh topologies. The IEEE 802.15.4e standard introduces additional medium access control (MAC) mechanisms and frame formats that allow a wide range of industrial and commercial applications. However, this standard also has a set of limitations, as the reduced number of performance evaluation works in wide-scale networks [69]. The IEEE 802.15.5 standard proposes a mesh topology, by implementing a logical tree and mesh links, increasing the network scalability.

In the routing protocol context, the literature addresses several challenges and special considerations in the design of routing protocols for WSNs [30, 60, 63, 70]. Multiple research works have been focusing on routing and energy-efficiency problems. However, due to the real-time requirements imposed by automation applications, new approaches and algorithms must be provided to wide-scale WSNs.

This work discusses the state-of-the-art of standards and routing protocols for WSNs, focusing on their adaptation for wide-scale WSNs and the impact that WSN topologies have upon their real-time properties. Firstly, a background and discussion about the standards for WSNs and their main features are provided, encompassing real-time and wide-scale aspects. Then, within this context, several research works about routing protocol in WSN are presented. Finally, this work presents the conclusions and final considerations.

2.2 Background

Wireless Sensor Networks (WSNs) are special ad hoc networks that can be used in several application areas, such as: home, health, and environmental monitoring, robotic, vehicle systems, and military applications. With the advent of new technologies in the context of wireless communication, digital microelectronics, it is possible to build wireless sensor devices with increasing robustness, and more storage, processing, and energy capabilities. Within this context, with these capabilities and reduction of device size and costs, it becomes possible the design of wide-scale WSNs.

Over the years, several standards have been defined for wireless sensor networks. The IEEE 802.15.4 standard is one of the most commonly used wireless Sensor Network technologies. The IEEE 802.15.4-2011 standard defines the PHYsical layer (PHY) and Medium Access Control (MAC) sublayers specifications for Low-Rate Wireless Personal Area Network (LR-WPAN). Low-Rate Wireless Personal Area Networks are a simple, low-cost communication networks that allow wireless connectivity in applications with limited power and relaxed throughput requirements [68].

However, the IEEE 802.15.4 standard has a number of limitations that prevent the design of wide-scale wireless sensor networks with temporal constraints, such as: short-range communications with a small bandwidth, not adequately addressing critical requirements and determinism, only seven Guaranteed Time Slots (GTS), single channel, and lack of multihop communications and mesh capabilities. In this context, the IEEE 802.15.4e and IEEE 802.15.5 standards were released, in order to minimize the limitations of the IEEE 802.15.4 standard. On the one hand, the IEEE 802.15.4e standard implements a number of improvements, in order to support the industrial market requirements, such as: a new multi superframe structure, extension of the GTS slots and frequency channels (channel diversity). However, this standard also has a set of limitations, for instance, in wide-scale deployments,
topology changes can generate additional overheads due to the rescheduling of beacons, which increases the energy consumption. Moreover, whenever information cannot be dispatched in a unique superframe, it is necessary to wait the next multi superframe, which can generate additional delays. In addition, there is a lack of performance evaluation works for wide-scale networks [69].

On the other hand, the IEEE 802.15.5 standard proposes a mesh topology through the implementation of a logical tree and mesh links, increasing the network scalability. Nevertheless, the main problems of the IEEE 802.15.5 standard are the lack of a complete performance evaluation [69], besides it does not provide end-to-end reliability and security [20].

A series of relevant works were proposed in literature, addressing different approaches, such as: performance evaluation, solutions and reviews of the IEEE 802.15.4 standard [52, 71–73]. Chen et al. [67], Jeong and Lee [74], and Stanislowski et al. [75] have presented solutions and performance evaluation of the IEEE 802.15.4e. Moreover, Lee et al. [76], and Cho et al. [77] have presented solutions and reviews of the IEEE 802.15.5 standard.

2.3 Challenges of Real-Time Communication in IEEE 802.15.X

Due to the typical requirements of WSN applications, which may impose a large number of sensor nodes deployed in a specific environment with the purpose of sensing different physical variables, there are a large number of WSN open research questions. In fact, there are several works in the literature for IEEE 802.15.4-based wireless sensor networks, addressing different issues. However, most of these works focus on energy consumption and efficiency.

According to Chen et al. [73], the real-time aspects are not a primary concern. Also, Teng and Kim [78] point out the energy-efficiency issue as the main question of most works in WSNs and they highlight some research challenges for designing real-time communications in WSNs. In this context, the main target of conventional WSN protocols is to maximise the average response time of the overall network. In real-time WSNs, the main target is to ensure the individual message deadlines.

Regarding real-time issues, several WSN applications need to operate in real-time, i.e., data packet transmissions have time constraints. For example, fire-fighting applications [11], where appropriate actions should be immediately performed in the monitored area; accelerometer-based speed estimation, in order to avoid vehicular crashes [17]; military operation applications [78]; and a wide range of industrial applications. The design of real-time protocols for WSNs becomes many challenger due to the large number of constraints that must simultaneously be satisfied.

Stankovic et al. [17] have introduced challenges for real-time communications in WSNs, addressing important questions, in which it is important to highlight:

- General research challenges: constraints that must simultaneously be satisfied, such as: paradigm shift, resource constraints, unpredictability, high density/scale, real-time, and security.
Networking research challenges: the main challenges in the MAC, network and transport layers, providing a comprehensive view of the real-time operation in these layers.

With this, the authors highlight the need of designing new network protocols to deal with specific WSN requirements, mainly regarding to real-time, since the protocols of conventional ad hoc networks are not suitable for WSNs.

Also, Channa and Memon [79] highlighted the challenges regarding real-time communication in WSNs. For the authors, real-time applications impose several guarantees in terms of throughput and end-to-end delays. For this, several important considerations must be taken into account for the design of network protocols, in order to ensure acceptable Quality of Service (QoS) for WSNs. For instance, WSNs must guarantee bandwidth for real-time and best-effort traffic, which can be obtained through adequate multipath protocols. Besides, other relevant questions can be also highlighted, such as: removing of data redundancy through data aggregation, trade-off between energy consumption and delays, and support of multiple traffic types. The authors point out that few works were performed in order to combine techniques for real-time scheduling and energy-efficiency issues.

Recently, Teng and Kim [78] have presented a survey on real-time MAC protocols for WSNs. In general, the presented protocols were designed to ensure timing constraints for real-time applications. However, they usually fail in crucial issues such as: network synchronization, random deployment, and, in some cases, loss of deadlines under high congestion conditions. Also, several weaknesses in the MAC protocols were identified regarding to network scalability. Moreover, the authors emphasize that most of the designed protocols only decrease the packet transmission latency from source to destination, and they do not consider a message scheduling algorithm based on message deadlines. In other words, most of real-time algorithms provide low latency, but does not provide guarantees for real-time applications. Also, an acceptable trade-off between energy conservation and latency must be ensured, besides minimising the control overhead, which is a great challenge.

Chen et al. [73] have presented a relevant work regarding IEEE 802.15.4-based real-time communication. In this work, the authors show some of the main limitations of IEEE 802.15.4 standard, that prevent its applicability for delay bounded real-time applications. For this study, the authors consider a typical industrial automation application, performing analytical and simulation experiments, in order to verify the capability of the standard to meet specific real-time requirements. According to the analytical protocol evaluation, they showed that the conventional IEEE 802.15.4 standard does not meet the requirements of guaranteed latency, even considering a simulation environment with only 7 device nodes (maximum GTS slots of the standard).

The main limitations of the IEEE 802.15.4 standard to guarantee real-time capabilities are related to the limitation of the number of GTS slots and the initial configuration of the CSMA-CA parameters. The IEEE 802.15.4 standard only defines a maximum number of seven GTS slots, which means that the number of devices involved in this communication type is strictly limited. Regarding to the CSMA-CA parameter configuration, the standard values also restrict communication guarantees [73].

Chen et al. [73] propose a protocol structure modification for the IEEE 802.15.4 standard. This new protocol version was designed for real-time industrial applications and represented
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a basis for the standardization of the IEEE 802.15.4e standard. The authors have considered 20 sensor nodes in a star topology, a guaranteed upper latency boundary of 10 ms, and the PHY layer is totally preserved, in order to maintain hardware compatibility. The superframe structure is based on TDMA scheme, where the Contention Access Period (CAP) was completely removed. Thus, the new superframe structure is basically composed of GTS slots, in which sensor nodes transmit alarm messages to the PAN coordinator. GTS slots need to be preallocated to each of the devices [73]. This protocol provides two operation modes: beacon tracking enabled or disable. In enabled mode, PAN coordinator sends periodically beacon frames in order to maintain synchronisation of all nodes. In disable mode, after receiving the first beacon frame, devices can immediately sleep to save energy. To transmit a new message, devices need to resynchronise with the PAN coordinator by tracking the next beacon frame.

According to authors, using beacon tracking enabled mode, the guaranteed latencies are respected. Unlike, using beacon tracking disable mode, the maximum guaranteed latency is not respected. Although these results point out a poor performance of the beacon tracking disable mode, this mode can be applied for more flexible scenarios with higher latencies. Note that the proposed scenario is very limited regarding to scalability issues. Although providing guaranteed latencies for a typical industrial application, this protocol modification can not be applied to wide-scale applications, which is the focus of this research work. However, these results showed that the change of IEEE 802.15.4 structure parameters may present adequate results for applications with timing requirements.

Xia et al. [80] have also presented a survey of adaptive and real-time protocols based on the IEEE 802.15.4 standard. They discuss some of the negative aspects of the IEEE 802.15.4 MAC protocol (CAP and CFP), related to adaptive and real-time requirements. Furthermore, they presented a review of mechanisms used by adaptive and IEEE 802.15.4-based real-time protocols. According to the authors, the slotted CSMA-CA algorithm does not provide service differentiation mechanisms for time-critical events, such as alarm messages. Moreover, the initial values for the CSMA-CA parameters can influence the network performance. Therefore, based on the initial parameter configuration, the network performance must be assessed in order to identify unacceptable side effects. Although the authors present a series of research works that improve the network performance regarding to real-time requirements, more research studies are needed in order to solve some remaining problems, such as: high latencies, large power consumption, system complexity and implementation overhead.

2.4 Wide-Scale and Real-Time Routing Protocols in WSN

Basically, the main function of the routing protocols is to find and establish routes between two entities that wish to communicate. Thus, routing algorithms are an important research topic in computer network field. In the last few years, several routing protocols for ad hoc networks were proposed in the literature. However, routing protocols for ad hoc networks are typically unsuitable for WSNs [9].

Therefore, one of the most important topics in WSNs is the design of adequate routing protocols. WSNs impose a set of challenges that must be considered for the design of routing
protocols, such as: energy-limited nodes, dynamic networks, randomly deployment, data redundancy, lack of network backbone, time-constrained applications, and wide-scale deployment [30, 60, 63, 70].

Several works have presented comprehensive and extensive surveys of routing techniques in WSNs, emphasizing important topics, such as: lifetime mechanisms, energy efficiency issues, multihop approaches, clustering algorithms, wide-scale deployments, and real-time requirements. Each one presents a set of routing protocols, highlighting their strengths and weaknesses, based on different metrics and points of view. These surveys propose new taxonomies and classifications. In general, most of works classify routing protocols in tree groups, based on their network structure: data-centric, hierarchical, and location-based schemes [30, 70, 81–83].

In data-centric or flat routing protocols, all sensor nodes perform the same functions and their activities are related to sensing tasks and network control. In this protocol class, flat algorithms implement query-based mechanisms, where sink nodes request data from sensor nodes of a given monitored area [70]. In location-based routing protocols, sensor nodes are addressed based on their locations. Thus, location information is used in order to transmit data for desired regions. Location information can be obtained via Global Positioning System (GPS) devices or by message exchanging between neighbour nodes [82, 83].

Unlike flat protocols, hierarchical protocols apply clustering mechanisms in order to generate clusters of sensor nodes, creating different responsibility levels and rules among the nodes. High-level nodes are responsible by network control and data aggregation activities, while the lower-level nodes perform only sensing activities. The protocol LEACH (Low-Energy Adaptive Clustering Hierarchy) [84] is one of most used and cited hierarchical protocols in the literature. Several hierarchical protocols were designed based on LEACH. LEACH is an energy-efficiency protocol for WSNs, in which sensor nodes continuously send data toward the sink node. Sensor nodes are grouped into local clusters and a specific node is chosen as the cluster-head (CH) or local base station (BS). Cluster nodes are responsible for sending data to their CHs, using CSMA-CA protocol. In turn, CH nodes are responsible for aggregating data of member nodes and sending it to the sink node, using Time Division Multiple Access (TDMA) communication.

LEACH includes a randomized rotation of the CH nodes, based on the highest-energy nodes. This mechanism is performed in order to save energy of the nodes and to increase the network lifetime. The LEACH algorithm considers that if a specific node is always the cluster-head, its energy is drained and this node would quickly die, decreasing the cluster lifetime. Thus, this algorithm evenly distributes the energy consumption for all nodes, which may maximise the network lifetime. Regarding to synchronisation issues, all sensor nodes initialise a duty cycle at the same time.

Ahmed and Fisal [11] proposed a real-time routing protocol with load distribution in WSNs (RTLD). This protocol ensures high throughput with minimized packet overhead and prolongs the network lifetime through a forwarding decision based on link quality, packet delay and the remaining energy of next hop sensor nodes. RTLD uses a communication scheme named Geodirectioncast Forwarding, which combines geocast with directional forwarding to relay data packets to destination, using multipath.

The RTLD scheme combines four functional modules: location, routing, power, and neighbourhood managements. The location management defines information about the
localization of nodes based on the distance from the node itself to three-neighbour nodes. The routing management computes the optimal forwarding based on the packet speed, link quality and remaining energy. The power management adjusts the transceiver power and defines the level of transmission power for the sensor node. The neighbourhood management is used to discover neighbour-forwarding nodes and to maintain a neighbour table. Based on simulation and test bed, the authors showed that RTLD provides a high delivery ratio and good performance regarding to energy consumption and packet overhead.

Hanzalek and Jurcík [52] and Koubaa et al. [71] have presented relevant works regarding real-time issues. The key idea of these works is to define adequate clusters’ active period scheduling, considering the main constraints imposed by data flows, guaranteeing the real-time requirements of the flows. Koubaa et al. [71] proposed a Time Division Beacon frame Scheduling (TDBS) mechanism, in order to avoid intra-cluster beacon collisions for IEEE 802.15.4 cluster-tree networks. The TDBS mechanism is based on a time division approach to build synchronised multihop cluster-tree WSNs. This mechanism considers the Superframe Durations and Beacon Intervals of a set of coordinator nodes in order to define a free-collision beacon frame scheduling. Hanzalek and Jurcík [52] have presented a Time-Division Cluster Scheduling (TDCS) mechanism, to schedule the clusters’ active periods and to meet all end-to-end deadlines of time-bounded flows. For this, TDCS uses an integer linear programming algorithm to solve the scheduling problem.

Currently, the literature proposes the use of hierarchical routing protocols to solve the energy problem in wide-scale WSNs [30]. The use of hierarchical routing protocols presents some advantages for wide-scale application, when compared with flat approaches, such as: reduction of the size of routing tables, decreasing of communication bandwidth, distribution of the management tasks, data aggregation, reduction of contention of nodes, and stabilization of network topology at the level of sensors [14]. Within this context, several hierarchical routing protocols for WSN were proposed.

Abbasi and Younis [14], Boyinbode et al. [85], and Liu [60] presented surveys on clustering algorithms for WSNs. Abbasi and Younis [14] presented a taxonomy and general classification for clustering algorithms, based on the cluster properties, CH capabilities and the clustering process. Moreover, the authors compared a set of clustering protocols using different metrics, presenting their main advantages and weaknesses. Boyinbode et al. [85] summarised existing clustering protocols and highlighted the main challenges for clustering, such as: cluster formation mechanisms, cluster-head selection, limited energy, network lifetime, synchronisation, data aggregation, fault tolerance, and others. In turn, Liu [60] have presented an extensive survey on clustering routing protocols for WSNs and proposed a novel taxonomy based on a set of clustering attributes, such as: cluster characteristics, cluster-head characteristics, and clustering process.

Although the above surveys cover most of the known routing protocols for WSNs, no one takes into account the requirements imposed by wide-scale deployments. In this context, Li et al. [30] have presented a survey on routing protocols for wide-scale WSNs. In this work, the authors highlighted the need of using hierarchical routing protocols for wide-scale deployments. They proposed a new taxonomy for hierarchical routing protocols for wide-scale WSNs, based on different categories, such as: control overhead reduction-based, energy consumption mitigation-based, and energy balance-based categories. In the control overhead reduction-based category, routing protocols use innovative approaches for
simplifying the routing process and reducing the control overhead. In the energy consumption mitigation-based category, the routing protocols aim to decrease the energy consumption, through the dynamic event clustering, multihop communication, and cooperative communication. In the energy balance-based category, the main objective of routing protocols is to balance the energy consumption for the nodes, by equally distribute the network activities for all nodes. Moreover, the authors summarise the main routing protocols for wide-scale WSNs.

2.5 Future Research Directions

Recently, several IEEE 802.15.4-based research works have been proposed in the literature. However, most part of these research works address routing and energy-efficiency problems and little attention has been given to real-time communication in wide-scale WSNs. Thus, real-time and wide-scale issues are a very attractive research topics in WSNs.

Based on this study, we conclude that a combination of techniques seems to be promising, when designing approaches to support real-time communication in energy-efficient and wide-scale WSNs. Regarding to scalability issues, the use of hierarchical algorithms can be pointed out as a crucial question for the design of communication protocols for wide-scale WSNs, due to several features presented along this chapter. In the context of real-time, the timing requirements imposed by messages must be guaranteed. This way, it is important the use of efficient approaches that ensure bandwidth for the message streams, such as: adequate allocation schemes for the communication structures, reduction of control traffic, and reduction of congestion. Furthermore, the design of new alternative communication schemes is an attractive research topic, in order to avoid problems of traditional hierarchical communication approaches, such as: high congestion and end-to-end delays.

2.6 Conclusion

In general, there are several research works about WSNs involving multiple issues such as: standardization studies, energy-efficiency, real-time and wide-scale routing protocols, and MAC protocols. However, due to specific requirements imposed by WSN applications, the design of energy-efficient and real-time communication protocols for wide-scale WSNs is even more challenging. Most the proposed research works only consider limited environments, and scalability issues are not satisfactorily addressed. Thus, the design of new energy-efficient schemes to deal with real-time and wide-scale issues is an attractive and challenger research topic.
This chapter presents an IEEE 802.15.4/ZigBee-based simulation model developed for the OMNeT++/Castalia Network Simulator, that enables the simulation assessment of wide-scale deployments of cluster-tree WSNs. This chapter is a reproduction of the following manuscript:

LEÃO, Erico; MORAES, Ricardo; MONTEZ, Carlos; PORTUGAL, Paulo; VASQUES, Francisco. CT-SIM: A Simulation Model for Wide-Scale Cluster-Tree Networks based on the IEEE 802.15.4 and ZigBee Standards. SUBMITTED TO: International Journal of Distributed Sensor Networks, SAGE, 2016.

3.1 Abstract

The IEEE 802.15.4/ZigBee set of standards is one of the most used Wireless Sensor Network technologies. These standards support cluster-tree networks, which are suitable topologies for wide-scale deployments. The design of wide-scale wireless sensor networks is a challenging task, because it is difficult to test, analyse and validate new designs in real scenarios. Thus, simulation becomes a convenient and feasible method for its assessment before deployment. Within this context, we propose a new simulation model for IEEE 802.15.4/ZigBee-based networks, that is able to deal with wide-scale cluster-tree WSNs and to address its major challenges. The proposed simulation model provides important mechanisms for the assessment of wide-scale cluster-tree networks and associated data communication mechanisms, enabling an easier design and test of wide-scale WSN implementations.

3.2 Introduction

Wireless Sensor Networks (WSN) are special ad hoc networks composed of hundreds of sensing devices that can be used in several application domains, such as: home, health and environmental monitoring, robotics, industrial automation, vehicle systems, and military applications [86].
The IEEE 802.15.4/ZigBee set of standards is one of the most used WSN technologies. The IEEE 802.15.4 standard [18] defines the PHYSical layer (PHY) and Medium Access Control (MAC) sublayers specifications for Low-Rate Wireless Personal Area Networks (LR-WPAN). The ZigBee standard [21] defines application and network layers for the IEEE 802.15.4 protocol stack. This set of standards defines the basis to build cluster-tree networks, which are suitable topologies to interconnect wide-scale deployments of wireless sensor devices.

Due to the difficulties associated to the deployment of real wide-scale WSNs, simulation approaches are commonly used by researchers and developers to test, analyse and validate algorithms and protocols during the design and development stages [87, 88]. In fact, testing new WSN approaches in real wide-scale environments can be a complex and time-consuming task, demanding huge efforts, and costs. This way, simulation tools are used to model parts of real world [89], reducing time and costs associated to the early stage assessment of the network.

Although the availability of multiple simulation tools, most of these tools are adequate to assess just networks with star topologies, as more complex topologies such as cluster-tree are usually not addressed.

In this paper, we present CT-SIM, a simulation model for IEEE 802.15.4/ZigBee-based WSNs. The proposed simulation model is able to deal with cluster-tree topologies configured randomly or in customized way, as it implements the most relevant formation and communication mechanisms that are required to build-up these type of networks.

The main contributions of CT-SIM simulation model can be summarized as follows: (1) random or customizable node deployments under wide-scale environments, (2) cluster-tree formation mechanisms considering attributes such as the maximum number of nodes per cluster and the maximum depth for the tree, (3) hierarchical addressing, (4) customizable beacon scheduling mechanisms, in order to avoid interferences among clusters, (5) static and proportional superframe duration allocation schemes, (6) direct and indirect data communication mechanisms, and (7) customizable data message streams modelling, implementing both monitoring data traffic (node to sink communication) and source-to-destination data traffic (any source to any destination).

The proposed CT-SIM simulation model was developed upon the Castalia Simulator [90], that provides a modular structure allowing the implementation of new communication issues. To the best of our knowledge, no other available simulation model addresses the above listed communication mechanisms, allowing complex simulations of cluster-tree WSNs in random environments. One of its main advantages is that most of its functionality are fully integrated, which saves time and complexity, when compared with manual interactions among simulation models (option provided by most simulators). A beta version of the CT-SIM simulation model will be available soon, as part of the Castalia database.

### 3.3 Overview of the IEEE 802.15.4/ZigBee set of standards

The IEEE 802.15.4 standard [18] defines the PHYSical layer and the Medium Access Control (MAC) sublayer for Low-Rate Wireless Personal Area Networks (LR-WPAN), focusing on
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1The term “paper” is commonly used along this thesis, in order to keep the full compatibility with the content of the referred manuscripts.
short-range operation, low-data rate, energy-efficiency and low-cost implementations.

Basically, this standard supports two network topologies: star and peer-to-peer. In star topology, sensor nodes directly communicate with a central node (the PAN coordinator), which is responsible to initiate, terminate and route all communications in the network. The main weakness of a star topology is that the network coverage is limited by the transmission range of its member nodes, which prevents its usage in wide-scale deployments.

A peer-to-peer topology allows to implement more complex network formations, such as mesh and cluster-tree topologies. The latter enables the implementation of wide-scale network deployments, through a mesh of multiple neighboring clusters. The cluster-tree network topology is detailed in the next subsection.

### 3.3.1 Cluster-tree network

Although suggesting the use of cluster-tree topologies, the IEEE 802.15.4 standard does not define the required mechanisms to deal with this type of topologies. The ZigBee standard [21] can be assumed as a complementary standard because it provides the communication services and protocols that allow the building-up of cluster-tree topologies. Basically, in a cluster-tree topology, nodes are grouped into clusters. A cluster-tree network is formed by cluster coordinators (named cluster-heads) that provide synchronization to its member child nodes, which can be end nodes or other coordinators. A coordinator node can connect to a new coordinator and form a multicluster hierarchical network structure. Figure 3.1 illustrates the implementation of cluster-head nodes in an IEEE 802.15.4 cluster-tree wireless sensor network.

![Cluster-tree network](image.png)

**Figure 3.1: IEEE 802.15.4/ZigBee cluster-tree network.**

When using cluster-tree topologies, the network operates in beacon-enabled mode. In this mode, message exchanges are organized according to a structure called superframe. A superframe is bounded by beacons, which are periodically transmitted by cluster-heads. These beacons synchronize the cluster nodes, identify the PAN and describe the superframe structure. A superframe structure is formed by two parts: active and inactive periods. In the inactive period, nodes can enter in low power mode to save energy. The active part comprises two periods: contention access period (CAP) and contention-free period (CFP). During the CAP, a node device wishing to communicate competes with other devices using a slotted CSMA-CA mechanism. The CFP period is used for applications that require low latency or specific bandwidth. During this period, the active part is dedicated to the device allocated in the referred CFP, in GTS slots (Guaranteed Time Slots).
The superframe structure is configured by two parameters: `macBeaconOrder` (BO) and `macSuperframeOrder` (SO). These parameters define the beacon interval (BI) and the superframe duration (SD), respectively. The BI determines the interval at which the coordinator shall transmit its beacon frames. The SD determines the length of the active portion of the superframe. Figure 3.2 illustrates the superframe structure and describes the SD and BI values.

![Figure 3.2: IEEE 802.15.4 Superframe structure](image)

### 3.4 Related work

The availability of a wide range of WSN simulators has been the focus of some recent survey works [87, 89, 91–93]. In general, these surveys address state-of-the-art simulation tools and frameworks for wireless sensor networks, comparing their main features, strengths and weaknesses.

Živković et al. [87] present an exhaustive survey of state-of-the-art simulators for wireless sensor networks. According to the authors, the main objective of this survey is to help different groups of users to select appropriate simulators for different requirements. For this, the authors classify the simulators in three domains of use: education, research, and industrial. Another exhaustive survey was presented by Dwivedi [89]. In this work, the authors review several simulation tools based on different perspectives, such as: simulation frameworks, emulators, visualization tools, test-beds, debugging tools, code-updating/reprogramming tools, and network monitors.

Korkalainen et al. [91] provide a survey addressing five simulation tools (NS-2, OMNeT++/Castalia, Prowler, TOSSIM and OPNET) commonly used in the literature. The authors review these simulators based on attributes such as: real-time task modelling, energy models, mobile sensor support, radio models, routing protocols, scalability for wide-scale network, among others.

Feeney [92] presents a survey addressing only OMNeT++-based simulation tools that support IEEE 802.11 and IEEE 802.15.4 standards. In this work, the following simulators are reviewed: Inet, Inetmanet, MIXIM, Mobility-fw, and Castalia. The author proposes a well-defined scenario framework in order to evaluate the behaviour of simulation components and to perform simulation experiments using each simulator. With this, the author demonstrates the need of adopting common tests and scenarios in order to increase the reliability of the simulator assessments.
3.4. Related work

Khan et al. [93] present a survey of simulation tools for wide-scale WSNs, using several comparison criteria, such as: popularity, accessibility, complexity, accuracy, extensibility, scalability, and availability of models and protocols. The authors conclude that there is no an all-in-one simulator for wireless sensor networks. In fact, available simulation tools provide own features and models for specific applications. Other important analysis is that different simulation tools present different results for the same simulation model. This is due to the influence of the used resources and features and, mainly, due to the simulation configuration and communication scenario assumptions.

Moreover, Stojmenovic [94] provide important advices about simulation practices. The authors dictate that simulation assessments should use simpler models, with well-defined assumptions and metrics, and their complexities can gradually be increased, adopting new assumptions, metrics and environment for the algorithms. The authors advocate the idea that new proposed protocols, conceptions or theoretical analyses can use simulations in order to provide initial support, identifying possible weakness that can be addressed by further researches.

Table 3.1 summarises available simulators proposed in literature, considering the most relevant requirements within the scope of this paper, that is, their suitability to support wide-scale implementations of IEEE 802.15.4 WSNs.

Network Simulator (NS) is one of the most used network simulators. It is a free and open general purpose discrete event simulation tool, widely used by the community. The
current NS-3\textsuperscript{2} version is totally written in C++ language with possible Python bindings. NS-3 can be used by researchers to test and analyse their protocols and wide-scale systems in a controlled environment \cite{87}. Network Simulator provides support for simulation of Internet-based protocols and wireless networks, with several extensions and models. As strengths, we can highlight: support to IEEE 802.15.4 MAC, support to mobility, allow extensions, flexibility, a large user community, graphical support, and battery modelling. However, the main drawback is its poor scalability, mainly regarding to the simulation time, which is undesirable for the simulation of wide-scale or dense WSNs.

TOSSIM \cite{95} is a MICA Mote simulator for TinyOS\textsuperscript{3}, which is an operational system designed for embedded WSNs \cite{93}. As TOSSIM can run Mica mote code, it is considered an emulator, allowing to map hardware interrupts into discrete events \cite{87}. According to Korkalainen et al. \cite{91}, TOSSIM was developed based on four key requirements: scalability (simulator must handle a large number of devices and configurations), completeness (simulator must capture behaviour and interactions of a network at a wide range of levels), fidelity (regarding to capture an accurate behaviour of the network), and bridging (simulator must bridge the gap between algorithm and implementation). As strength, being TOSSIM an emulator, it simulates both the hardware and software of sensor devices. As weaknesses, TOSSIM does not provide energy consumption modelling and does not simulate the physical phenomena \cite{89}. Besides, TOSSIM only emulates Mica Mote devices.

Prowler\textsuperscript{4} is a MATLAB-based discrete event simulator designed to simulate MICA mote devices. This simulator supports radio propagation models and collision detection models. However, as the TOSSIM simulator, Prowler was only designed to MICA mote devices and TinyOS MAC protocol \cite{88}.

OPNET\textsuperscript{5} is one of the most used commercial discrete event simulators (currently, OPNET modeller was integrated to Riverbed Modeller). OPNET (Riverbed Modeller) is a discrete event simulator for designing communication networks, allowing to develop models for different network entities. As a commercial solution, this modeller offers a large number of protocols and solutions, including the main wired and wireless communication networks. However, OPNET has a complex structure, which discourages its usage for academic domain \cite{87}. Moreover, the high cost of commercial licenses (available free educational licenses) can also be considered as a weakness.

OMNeT++\textsuperscript{6} is an open-source discrete event network simulator based on components or modules. OMNeT++ uses C++ language to write components for the models and uses a high-level language (NED - Network Description Language) to assemble them. In general, OMNeT++ provides event scheduling, a message passing engine for its components, and languages to write and model simulations. As strengths, this simulator provides an excellent graphic interface, allowing tracing and debugging, and an excellent scalability and support for wide-scale networks. The main drawback is the lack of available protocols and energy modelling for wireless sensor networks \cite{87, 91}. Several WSN simulation frameworks based on the OMNeT++ have been provided. Within the context of this paper, we focus on the Castalia simulator, which is a specific simulator for wireless sensor networks.

\textsuperscript{3}TinyOS: http://www.tinyos.net.
\textsuperscript{4}Prowler Simulator: http://www.isis.vanderbilt.edu/projects/nest/prowler.
\textsuperscript{6}The OMNeT++ Simulator: https://omnetpp.org.
Table 3.2: The main advantages of the proposed simulation model, compared with state-of-the-art simulation tools.

<table>
<thead>
<tr>
<th>Comparison Topics</th>
<th>Network Simulator</th>
<th>Prowler</th>
<th>OPNET</th>
<th>OMNeT++</th>
<th>Castalia</th>
<th>CT-SIM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cluster-tree WSN model</td>
<td>YES</td>
<td>Not specified</td>
<td>YES</td>
<td>With extensions</td>
<td>YES</td>
<td>YES</td>
</tr>
<tr>
<td>Random network topology formation</td>
<td>YES</td>
<td>NO</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
</tr>
<tr>
<td>Automatic beacon scheduling</td>
<td>NO</td>
<td>NO</td>
<td>YES</td>
<td>NO</td>
<td>NO</td>
<td>YES</td>
</tr>
<tr>
<td>Automatic active period allocation</td>
<td>NO</td>
<td>NO</td>
<td>YES</td>
<td>NO</td>
<td>NO</td>
<td>YES</td>
</tr>
<tr>
<td>Proportional Superframe Duration allocation</td>
<td>Not official</td>
<td>NO</td>
<td>YES</td>
<td>NO</td>
<td>NO</td>
<td>YES</td>
</tr>
<tr>
<td>Multiple data traffic mechanisms</td>
<td>YES</td>
<td>Not specified</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
</tr>
<tr>
<td>Realistic Models</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
<td>YES</td>
</tr>
<tr>
<td>Scalability</td>
<td>Poor</td>
<td>Good</td>
<td>Good</td>
<td>Good</td>
<td>Good</td>
<td>Good</td>
</tr>
</tbody>
</table>

Castalia\(^7\) is an open-source discrete event simulator for WSNs, Body Area Networks (BANs) and general low-power embedded networks. It was developed at National ICT Australia (NICTA). This simulator is based on the OMNeT++ platform and it is widely used by researchers and developers to test their protocols using realistic wireless channel and radio models. Castalia implements an advanced wireless channel model based on empirically measured data. Also, the simulator provides radio models based on real low-power communication radios. Moreover, important features to simulate wireless sensor networks are available, such as: realistic node behaviour, node clock drift, and energy consumption model. Castalia is adaptive and expandable and was written in C++ programming language.

Castalia simulator provides a basic IEEE 802.15.4 model. However, this model is quite limited, as it only implements the CSMA-CA functionality and beacon-enabled PAN (star topology), including an association procedure, direct data transfer mode, and GTS communication. Hurtado-López et al. [96] provide a simple simulation model to support cluster-tree networks in the OMNeT++ simulator. This model is based on a previous one proposed by Chen and Dressler [97]. However, both models are limited and not scalable.

Within this context, the main target of the CT-SIM simulation model is to provide a simulation framework able to deal with wide-scale cluster-tree networks, encompassing their key features: random deployments, modular network formation, hierarchical addressing, cluster scheduling, and upstream and downstream traffic communication. Table 3.2 summarises the main advantages of the proposed CT-SIM simulation model compared to state-of-the-art simulation tools (included its official extensions and models) regarding to cluster-tree networks. For this comparison, we have excluded the TOSSIM tool, due to limitations imposed as emulator and its unique application (only MICAz in TinyOs). The proposed CT-SIM simulation model is presented in the next section.

### 3.5 CT-SIM WSN simulation model

In this paper, we propose CT-SIM, a new simulation model for IEEE 802.15.4/ZigBee-based cluster-tree wireless sensor networks. This simulation model was developed using the
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Castalia simulator. With CT-SIM, we provide an adequate communication environment to test algorithms and protocols for wide-scale cluster-tree networks, such as those presented by Leão et al. [98] and Felske et al. [99]. Importantly, the proposed model is completely adaptable and expansible.

In the proposed model, most part of the simulation parameters and network configuration schemes are defined in the omnetpp.ini (parameter configuration file). The simulation model itself is composed of three main phases: network formation, communication and statistic collection phases. Figure 3.3 highlights the implementation scheme of CT-SIM.

Figure 3.3: CT-SIM implementation scheme.

In the next subsections, we will present each phase and its main steps and features.

3.5.1 Formation phase

The first phase is the Formation Phase (FP), which is responsible for deploying the cluster-tree topology and to define the main mechanisms of the network operation. This is an important phase, as the network configuration and operation will depend of the methods and parameters used in this phase. FP is sequentially performed and its time duration is dependent of the number of sensing nodes. In general, this phase has a short time duration.

The Formation phase is composed of a set of steps, such as: node deployment, cluster formation, addressing scheme, active period scheduling and superframe duration scheme. Each step is detailed in the following topics.

3.5.1.1 Node deployment.

Basically, this step is responsible for defining the size of the monitored environment, the number of sensor nodes and their deployments. The number of sensor nodes is defined by
the simulation parameter numNodes, which is a mandatory parameter to be included in the parameter configuration file.

For the deployment of nodes, CT-SIM uses the deployment schemes provided by Castalia, such as: random uniform distribution and grid. Also, we can use a mixed deployment by associating a set of nodes to a specific deployment type. Besides, any node can be statically deployed through the xCoor and yCoor parameters. In turn, the environment size is defined by field_x and field_y parameters, which defines the axis-x and axis-y respectively. Table 3.3 shows the most commonly used parameters in the node deployment step.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>numNodes</td>
<td>Number of sensing nodes</td>
</tr>
<tr>
<td>deployment</td>
<td>Type of deployment for the nodes</td>
</tr>
<tr>
<td>xCoor</td>
<td>Position axis-x for a specific node</td>
</tr>
<tr>
<td>yCoor</td>
<td>Position axis-y for a specific node</td>
</tr>
<tr>
<td>field_x</td>
<td>Size of axis-x of the environment</td>
</tr>
<tr>
<td>field_y</td>
<td>Size of axis-y of the environment</td>
</tr>
</tbody>
</table>

### 3.5.1.2 Cluster formation.

For this step, the PAN coordinator (defined as the root node, at depth 0 of the cluster-tree network) is responsible to trigger the network formation process. For this, it broadcasts a Cluster Formation frame indicating its cluster ID and basic information such as the tree depth. Upon receiving this formation request frame, a joining node sends a Cluster Association Request frame, using the CSMA-CA mechanism to access the wireless channel. The PAN coordinator acknowledges all association requests through a Cluster Association Response frame. New association requests are accepted during a given time interval defined by formationTime parameter. Importantly, the cluster coordinators perform the associationRequest_hub function, which implements the admission control function for accepting (or not) new nodes. New association requests can be refused if the set of requirements cannot be fulfilled. Basically, for this version of the simulation model, the associationRequest_hub function bounds the maximum number of nodes for each cluster through the maxChildren parameter (by default, its value is set to 6 nodes). The Link Quality Indication (LQI) and Received Signal strength Indication (RSSI) values are also used as requirements to accept new nodes. Other admission control parameters can be included by implementing a different version for this function.

After accepting new associated nodes, the PAN coordinator performs the CCH_Select function. This function is used to select candidate nodes to be cluster-heads (CCH nodes). The main target of this function is to establish specific criteria to select the candidate nodes to build their own clusters, to increase the size of the cluster-tree network. For this, the maximum number of CH candidate nodes is defined through the maxCCH parameter (by default, its value is set to 3). Moreover, the RSSI value for nodes with an acceptable threshold is used in order to select the most distant candidate nodes. With this, we pretend to increase the maximum coverage of the cluster-tree, keeping a link quality between the parent coordinator and its child coordinators. Finally, the maxDepth parameter is defined aiming to limit the maximum
depth that the cluster-tree can reach. After reaching this specified depth, the CH selecting process is stopped, preventing the further growth of the cluster-tree. New selecting schemes of candidate nodes can be achieved by implementing different versions of the \textit{CCH\_Select} function. For example, CT-SIM may also provide alternative schemes based on the location of the nodes, in order to build more balanced cluster-tree networks.

Furthermore, each CCH node will perform the same cluster formation step, in order to deploy its own cluster, following the same rules. After finishing this process, the cluster-tree network is built. Table 3.4 shows the main parameters used in the cluster formation step.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>formationTime</td>
<td>Time duration for association requests</td>
</tr>
<tr>
<td>maxChildren</td>
<td>Maximum number of child nodes</td>
</tr>
<tr>
<td>maxCCH</td>
<td>Maximum number of CCH nodes</td>
</tr>
<tr>
<td>maxDepth</td>
<td>Maximum depth of cluster-tree network</td>
</tr>
</tbody>
</table>

3.5.1.3 Addressing scheme.

CT-SIM defines unique network addresses for all sensor nodes. For this, it uses the ZigBee-based network hierarchical addressing scheme [21]. After the cluster-tree formation, each cluster-head requests its own address block, using a \textit{bottom-up} approach. For this, cluster-heads send the \textit{Addressing Request} frame to their parent coordinators, in order to request their address blocks based on the number of child nodes. After all the requests have reached the PAN coordinator, this node is the responsible for assigning the global address block, encompassing all network clusters. The address blocks are assigned among the cluster-heads using a \textit{top-down} approach through the \textit{Addressing Response} frame. Each cluster-head uses the first address of the address block for itself, and is responsible to assign the addresses for its leaf nodes and the respective address block for each child cluster-head. This process is performed along the tree, until reaching the last cluster-head. With this addressing approach, besides the address blocks of its child cluster-heads, each cluster-head keeps its own address block. New functionalities can be added to this addressing scheme by implementing alternative versions for this address requesting process. For example, an extra number of addresses may be added for each cluster-head in order to allow future associations.

3.5.1.4 Active period scheduling.

After the formation and addressing processes, the \textit{cluster active period scheduling} is performed. The aim of this phase is to schedule the active periods of all clusters, in order to avoid interferences among overlapping clusters. In the CT-SIM simulation model, a time division scheduling scheme [26] was used through the \textit{beaconSchedule} function. This function is performed by the PAN coordinator, which is responsible to schedule the cluster-tree network and to define the adequate \textit{offset} for each cluster-head. This set of offsets corresponds to the start time during which each cluster must send its beacon frames.
In order to avoid inter-cluster collisions, an one-collision domain was implemented [51], i.e., only one cluster is active during a given time.

Basically, two cluster scheduling types were defined: top-down and bottom-up cluster scheduling schemes. In the top-down cluster scheduling scheme, the cluster active periods are ordered according to a top-down direction, starting with the PAN coordinator cluster. Then, clusters of the depth 1 are ordered, and later clusters of the following depths, so on, until reaching the maximum depth of the tree. Figure 3.4 illustrates the top-down cluster scheduling scheme for the cluster-tree network shown in Figure 3.1.

![Top-down cluster scheduling scheme](image)

Figure 3.4: Top-down cluster scheduling scheme.

In the bottom-up cluster scheduling scheme, the cluster active periods are ordered in a bottom-up direction, i.e., firstly, the deepest clusters are ordered, then clusters of next lower depth, until the PAN coordinator cluster. Figure 3.5 illustrates the bottom-up cluster scheduling scheme for the cluster-tree network shown in Figure 3.1.

![Bottom-up cluster scheduling scheme](image)

Figure 3.5: Bottom-up cluster scheduling scheme.

Note that the bottom-up scheduling scheme prioritises the upstream traffic, i.e., the traffic flowing from sensing nodes to the PAN coordinator (commonly the sink node of the cluster-tree network), while the top-down scheme prioritises the downstream traffic. Thus, the choice of the scheduling scheme is an important design issue, because it can directly interfere in the data traffic behaviour of the cluster-tree network.

In order to implement these two scheduling schemes, the schedulingScheme simulation parameter was defined (by default, its value is set to 1, which corresponds to a top-down scheduling scheme). In case of using a bottom-up scheduling scheme, the value of this parameter must be defined as 2 into the parameter configuration file. Table 3.5 shows the parameter used in the cluster scheduling step.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>schedulingScheme</td>
<td>Cluster scheduling scheme</td>
</tr>
</tbody>
</table>

Other cluster scheduling schemes can easily be added to the simulation model by
implementing a new version of the `beaconSchedule` function, for example, the TDBS scheme proposed by Koubaa et al. [26].

### 3.5.1.5 Superframe duration allocation scheme.

The last step of the formation phase is the superframe duration allocation scheme. In a recent work [100], we have shown that IEEE 802.15.4/ZigBee standards do not define the adequate mechanisms to allocate superframe durations for clusters in cluster-tree networks. Therefore, we have conducted a series of experiments showing that the static allocation of superframe durations is not suitable for cluster-tree networks, considering their application requirements and the load imposed by supported message streams.

This way, we have proposed the use of three different allocation schemes, to allocate superframe durations and to setting-up the beacon interval durations for cluster-tree networks, as follows:

1. **Standard allocation scheme**: the same superframe durations and beacon intervals are allocated for all clusters. In this case, the superframe order is defined by the `beaconOrder` parameter and the beacon interval is defined through the `beaconOrder` simulation parameter. This allocation scheme is static and follows the rules suggested in the IEEE 802.15.4 standard.

2. **Proportional-Load allocation scheme**: in this scheme, the superframe duration for each cluster is assigned based on the message load imposed by its descendant nodes (the set of descendant nodes includes all nodes along the branches, starting at that cluster-head), improving the throughput of monitoring messages. For this scheme, the beacon interval is set to a value smaller than the smallest message periodicity (respecting the following constraint: \( BI = aBaseSuperframeDuration \times 2^{BO} \)).

3. **Proportional-Node allocation scheme**: for this scheme, the superframe duration is assigned based on the number of descendant nodes. This scheme is suitable for applications where the periodicity of supported message streams is unknown. The beacon interval is defined following the same rule of the proportional-Load allocation scheme.

The superframe duration allocation scheme is defined through the `allocationScheme` simulation parameter (by default, its value is set to 1, that corresponds to the standard allocation scheme). For further details about the proportional superframe duration allocation scheme, the reader is referred to [100].

New versions for the superframe duration allocation schemes can be added to the simulation model by implementing new `beaconSchedule` functions. Table 3.6 shows the main parameters used in the superframe allocation scheme step.

### 3.5.2 Communication phase

The cluster-tree communication phase (CP) starts after finishing the formation phase. The CT-SIM communication module can be used to extend available communication protocols or
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Table 3.6: Parameters used for the superframe allocation scheme step.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>allocationScheme</td>
<td>Superframe allocation scheme</td>
</tr>
<tr>
<td>superframeOrder</td>
<td>Superframe order for the clusters</td>
</tr>
<tr>
<td>beaconOrder</td>
<td>Beacon order for the clusters</td>
</tr>
</tbody>
</table>

to implement new ones. In order to allow the design and test of new protocols, the basic communication mechanisms of cluster-tree networks were implemented for direct and indirect communication, as defined in the IEEE 802.15.4 standard.

In the direct communication mechanism, nodes directly send their data messages to their parent coordinator. For this, nodes use the slotted CSMA-CA protocol to access the wireless channel. The CSMA-CA mechanism is defined through the following simulation parameters: macMinBE (by default, its value is set to 3), macMaxBE (by default, set to 5), macMaxCSMABackoffs (by default, set to 4), and macMaxFrameRetries (by default, set to 3). These parameters can be set up to different values defined at the simulation parameter file.

In the indirect communication mechanism, a coordinator node indicates in the pending address field of its beacon frame that exists pending data. Each child node inspects the beacon frame in order to verify if its address is pending. In positive case, this node requests the data to coordinator during the CAP. In turn, the coordinator acknowledges this request and, thereafter sends the pending data. After receiving the data, the child node confirms the transaction.

Based on this basic communication mechanisms, the proposed simulation model defines two different data traffic types: monitoring traffic and source-to-destination traffic. Monitoring traffic is characterized as the periodic data traffic generated by sensing nodes that is sent towards the sink node of the cluster-tree network (commonly the PAN coordinator). A series of simulation parameters are used to define the monitoring traffic. For example, the data rate is defined by the packet_rate simulation parameter, which corresponds to packets/second. The data rate can be defined to both a specific node or a set of nodes. We can also prevent nodes from generating monitoring traffic by setting the dataGen parameter to false (by default, its value is true). Besides, the maximum number of data frames can be defined through the sentPacketMAX parameter.

More specifically, sensing nodes send monitored traffic to their parent cluster-heads during the cluster active periods, using direct communication mechanisms. Each cluster-head is responsible to provisionally store and forward this traffic towards the sink node, using tree routing. For storing the monitoring traffic of their child nodes, cluster-heads use internal buffers. The size of the internal buffer of a cluster-head can be defined through macBufferSize parameter (by default, its value is 32 data frames). Although cluster-heads can perform data aggregation or fusion, CT-SIM still does not provide these mechanisms (they will be implemented in future versions).

Moreover, it has also been defined a source-to-destination traffic, which corresponds to a periodic message stream from a source node to a destination node (not necessarily the sink node). In CT-SIM, this traffic is defined in the omnetpp.ini configuration file, using specific Application parameters. The source2destination parameter defines the source and
destination nodes for the data traffic. The $S2D_{\text{startupDelay}}$ parameter defines the start
time of the message stream. In turn, the $S2D_{\text{packetNumber}}$ and $S2D_{\text{dataRate}}$
parameters define the maximum number of generated packets and its data rate, respectively.
The source-to-destination data traffic uses the direct and indirect communication
mechanisms.

The simulation model also provides several simulation parameters to configure the
physical layer according to a specific radio model, such as: $\text{phyDataRate}$, $\text{phyBitsPerSymbol}$, $\text{phyDelaySleep2Tx}$, and $\text{phyDelayRx2Tx}$. Table 3.7 shows the
main parameters used during the communication phase.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{macMinBE}$</td>
<td>Minimum backoff exponent</td>
</tr>
<tr>
<td>$\text{macMaxBE}$</td>
<td>Maximum backoff exponent</td>
</tr>
<tr>
<td>$\text{macMaxCSMABackoffs}$</td>
<td>Maximum number of backoffs</td>
</tr>
<tr>
<td>$\text{macMaxFrameRetries}$</td>
<td>Maximum number of retries</td>
</tr>
<tr>
<td>$\text{packet_rate}$</td>
<td>Data packet rate for the monitoring traffic</td>
</tr>
<tr>
<td>$\text{dataGen}$</td>
<td>Allows the generation of monitoring traffic</td>
</tr>
<tr>
<td>$\text{sentPacketMAX}$</td>
<td>Maximum number of monitoring frames</td>
</tr>
<tr>
<td>$\text{macBufferSize}$</td>
<td>Size of the internal buffer for the cluster-heads</td>
</tr>
<tr>
<td>$\text{source2destination}$</td>
<td>Source and destination nodes for the source-to-destination data traffic</td>
</tr>
<tr>
<td>$S2D_{\text{startupDelay}}$</td>
<td>Start time for the source-to-destination traffic</td>
</tr>
<tr>
<td>$S2D_{\text{packetNumber}}$</td>
<td>Maximum number of source-to-destination frames</td>
</tr>
<tr>
<td>$S2D_{\text{dataRate}}$</td>
<td>Data packet rate for the source-to-destination traffic</td>
</tr>
<tr>
<td>$\text{phyDataRate}$</td>
<td>Radio data rate (kbps)</td>
</tr>
<tr>
<td>$\text{phyBitsPerSymbol}$</td>
<td>Number of bits per symbol for the radio</td>
</tr>
<tr>
<td>$\text{phyDelaySleep2Tx}$</td>
<td>Delay to switch from the sleep mode to transmission mode</td>
</tr>
<tr>
<td>$\text{phyDelayRx2Tx}$</td>
<td>Delay to switch from the received mode to transmission mode</td>
</tr>
</tbody>
</table>

Due to flexibility implementation of simulation parameters, other communication schemes
for cluster-tree networks can be easily implemented. By using CT-SIM, it is possible to
implement multiple protocols proposed in literature and to develop new communication
protocols for wide-scale WSNs. For example, we have used CT-SIM to implement the
Alternative-Route Definition (ARounD) scheme [98] and the Proportional Superframe
Duration Allocation schemes [100].

3.5.3 Statistics and information collection

After the simulation phase, the collection of information is an important phase, where the
main statistics about the communication environment and protocols must be handled with
special care, allowing network designers to analyse the network behaviour. The statistics and
information collection (SIC) phase is responsible to obtain all information about the simulation.
For this, CT-SIM uses the available mechanisms provided by Castalia simulator.

CastaliaResults is a special script of Castalia simulator used to interpret simulation results
collected through specific source-code functions. For more details about CastaliaResults and
its collection functions, the reader is referred to the Castalia’s manual.\footnote{The Castalia simulator manual: https://castalia.forge.nicta.com.au/index.php/en/documentation.html.} CT-SIM uses the
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The CastaliaResults script is used to obtain information about the simulation model, in order to allow the interpretation of the main performance metrics, such as: end-to-end delays and packet loss and reception rates. All the statistic functions were directly implemented in the source code. The CastaliaResults script is only used to print the results. Table 3.8 summarises several information that can be obtained from the simulation model.

Table 3.8: Information about the simulations obtained through CastaliaResults.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>End-to-end Delay</td>
<td>Delay for the data packets (per each type of traffic)</td>
</tr>
<tr>
<td>Packet loss rate</td>
<td>Percentage of lost packets</td>
</tr>
<tr>
<td>Packet reception rate</td>
<td>Percentage of successfully received packets</td>
</tr>
<tr>
<td>Full buffer</td>
<td>Number of dropped packets due to full buffers of cluster-heads</td>
</tr>
<tr>
<td>Generated packets</td>
<td>Number of generated packets (per each type of traffic)</td>
</tr>
<tr>
<td>Average in-buffer</td>
<td>Average number of packets in the buffers of cluster-heads</td>
</tr>
<tr>
<td>Max in-buffer</td>
<td>Maximum amount of packets achieved during the simulation.</td>
</tr>
<tr>
<td>Number of clusters</td>
<td>Number of clusters in the network</td>
</tr>
<tr>
<td>Hop number</td>
<td>Hop number of a specific message stream</td>
</tr>
<tr>
<td>Consumed energy</td>
<td>Consumed energy during the simulation</td>
</tr>
<tr>
<td>Remaining energy</td>
<td>Remaining energy of the nodes</td>
</tr>
</tbody>
</table>

Importantly, CastaliaResults script presents the obtained results for each involved node in the simulation. However, this script provides the flexibility of presenting the results as an average of all nodes.

Besides the results obtained through the CastaliaResults script, several other information about the simulations can be obtained from text files generated via source code. Among them, we highlight the Castalia trace file. Using this file, several important information about all modules can be retrieved after the simulations through the trace() function, in which can enumerate: list of cluster-heads and their main information, such as tree depth, list of child leaf nodes and child CH nodes, interference graph, network scheduling, start time for all clusters, parent-child relationships, MAC address mapped to network address, associatedPAN for all nodes, buffer behaviour, list of received packets with sequence number, among several other information about the progress of the simulation. These information can easily be obtained and handled through state-of-the-art graphic tools (gnuplot, MATLAB or Microsoft Excel). We have implemented a set of scripts to print results via MATLAB tool.

Collected information can be stored into specific files for each network model. Specific functions were implemented to save information about the physical location of all nodes, MAC buffer information and received packets in the application layer. However, other information can be saved into these files by extending the source-code of this function in each network module.

3.6 CT-SIM Simulation experiments

In this section, we present a set of CT-SIM simulation experiments, in order to demonstrate the usage of some of the provided functionalities. For this, the next sections present the different steps of CT-SIM, providing a discussion about the obtained results.
In order to illustrate several of the CT-SIM functionalities, we have set a typical monitoring WSN, with a communication environment set to $200 \times 200 \ m^2$ ($\text{field}_x$ and $\text{field}_y$ simulation parameters). The number of nodes ($\text{numNodes}$ parameter) was set to 201, which corresponds to one PAN coordinator and 200 sensing nodes. The PAN coordinator was placed in the central position, using the $\text{xCoor}$ and $\text{yCoor}$ parameters with value defined to 100 m, respectively.

For these simulation experiments, the IEEE 802.15.4-compliant CC24209 radio model was adopted for all nodes. Furthermore, the unit disc model was used as radio propagation model, where the range of the disk was defined to 55 m. Moreover, the used interference model considers that concurrently transmissions generate collisions at the receiver. The simulation results are presented in the following sections.

### 3.6.1 Node deployment

In order to illustrate the node deployment step, two types of deployment were used: random and grid, with the PAN coordinator located in central position of the environment ($100m \times 100m$). Figure 3.6(a) illustrates this environment using a random deployment for the 200 sensing nodes, while Figure 3.6(b) illustrates the grid deployment generated by the simulation model.

![Node deployment schemes](image)

Figure 3.6: Node deployment schemes.

Note that the simulation model is suitable for most WSN applications, where the static, grid and random deployments are commonly used. Most of the available simulators also provides different types of deployments. However, the main advantage of the proposed simulation model is the integration between these different deployments and the other cluster-tree functionalities, such as: network formation, beacon scheduling, superframe allocation schemes and the multiple communication mechanisms.

---

3.6.2 Cluster formation

Considering the previously defined scenarios, Figure 3.7(a) and Figure 3.7(b) illustrate the formation process of a cluster-tree network. For these experiments, we bounded each cluster to a maximum size of 8 child nodes (\texttt{maxChildren} parameter). Also, each coordinator (including the PAN coordinator) can select a maximum of 3 candidate nodes to be cluster-heads (\texttt{maxCCH} parameter). Figure 3.7(a) shows a cluster-tree network using a random deployment for the nodes; while Figure 3.7(b) shows a cluster-tree network using a grid deployment.

![Cluster-tree Network](image)

(a) Random deployment. 
(b) Grid deployment.

Figure 3.7: Cluster-tree Network.

Table 3.9 presents some information about the cluster-tree network formation for each deployment. Importantly, the simulation environment was fully covered using both deployments and all nodes were associated with a particular cluster-head (no orphan nodes).

<table>
<thead>
<tr>
<th>Information</th>
<th>Random</th>
<th>Grid</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of clusters</td>
<td>35</td>
<td>43</td>
</tr>
<tr>
<td>Average number of nodes (per cluster)</td>
<td>6</td>
<td>5</td>
</tr>
<tr>
<td>Maximum depth</td>
<td>6</td>
<td>6</td>
</tr>
</tbody>
</table>

3.6.3 Network addressing

For this set of experiments, we have used hierarchical addressing, in which an addressing block was assigned for each cluster-head based on its number of descendant nodes. For the sake of simplification, Table 3.10 shows the addressing information for the cluster-heads of depth 0, 1 and 2, considering the random deployment.

Note that each cluster-head has its own addressing block, in which the first address corresponds to its own network address. It can also be observed that, in this experiments,
cluster-heads do not have available addresses to allow new node associations. The hierarchical addressing allows deterministic routing, because each cluster-head decides if a received packet must be forwarded to the parent cluster-head or to its child nodes based on its addressing block.

3.6.4 Cluster scheduling

In order to illustrate the cluster scheduling, Table 3.11 shows the final scheduling for the top-down and bottom-up cluster scheduling, considering the random deployment. For the sake of convenience, we defined that the cluster ID corresponds to the cluster-head ID.

Table 3.11: Cluster scheduling for the random cluster-tree network experiment.

<table>
<thead>
<tr>
<th>CH</th>
<th>Depth</th>
<th>Network address</th>
<th>Addressing Block</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>0</td>
<td>[0, 200]</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>1</td>
<td>[1, 106]</td>
</tr>
<tr>
<td>9</td>
<td>1</td>
<td>107</td>
<td>[107, 145]</td>
</tr>
<tr>
<td>27</td>
<td>1</td>
<td>146</td>
<td>[146, 195]</td>
</tr>
<tr>
<td>8</td>
<td>2</td>
<td>2</td>
<td>[2, 21]</td>
</tr>
<tr>
<td>28</td>
<td>2</td>
<td>22</td>
<td>[22, 53]</td>
</tr>
<tr>
<td>35</td>
<td>2</td>
<td>54</td>
<td>[54, 101]</td>
</tr>
<tr>
<td>68</td>
<td>2</td>
<td>108</td>
<td>[108, 118]</td>
</tr>
<tr>
<td>83</td>
<td>2</td>
<td>119</td>
<td>[119, 126]</td>
</tr>
<tr>
<td>103</td>
<td>2</td>
<td>127</td>
<td>[127, 140]</td>
</tr>
<tr>
<td>22</td>
<td>2</td>
<td>147</td>
<td>[147, 154]</td>
</tr>
<tr>
<td>42</td>
<td>2</td>
<td>155</td>
<td>[155, 185]</td>
</tr>
<tr>
<td>86</td>
<td>2</td>
<td>186</td>
<td>[186, 190]</td>
</tr>
</tbody>
</table>

...
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Note that, in the top-down scheduling, the first selected cluster corresponds to the PAN coordinator’s cluster, followed by clusters of depth 1, and, finally, clusters of depth 2. In the bottom-up scheduling, the deepest clusters are firstly selected. Then, clusters of upper depth are lastly selected. It can be observed that the PAN coordinator’s cluster is the last cluster in the scheduling list.

3.6.5 Superframe duration allocation

An important CT-SIM functionality is to provide different superframe duration allocation schemes. To the best of our knowledge, no other simulator or simulation model provides this functionality for general WSN simulation. We have shown that adequate superframe duration allocation is a crucial issue for several WSN applications [100]. The IEEE 802.15.4 standard does not provide any mechanism to adequately allocate values for superframe order and beacon order for cluster-tree networks. In order to illustrate this functionality, and for the sake of simplicity we presented some obtained results through the experiments just for the random environment.

Table 3.12 shows the obtained results by applying a static superframe allocation scheme. In this allocation scheme, all clusters have the same SO parameter defined by \( \text{beaconOrder} \) simulation parameter.

Table 3.12: Static superframe duration allocation scheme for the random cluster-tree network experiment.

<table>
<thead>
<tr>
<th>CH</th>
<th>Depth</th>
<th>SO</th>
<th>SD (symbols)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>3</td>
<td>7680</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>3</td>
<td>7680</td>
</tr>
<tr>
<td>9</td>
<td>1</td>
<td>3</td>
<td>7680</td>
</tr>
<tr>
<td>27</td>
<td>1</td>
<td>3</td>
<td>7680</td>
</tr>
<tr>
<td>8</td>
<td>2</td>
<td>3</td>
<td>7680</td>
</tr>
<tr>
<td>28</td>
<td>2</td>
<td>3</td>
<td>7680</td>
</tr>
<tr>
<td>35</td>
<td>2</td>
<td>3</td>
<td>7680</td>
</tr>
<tr>
<td>68</td>
<td>2</td>
<td>3</td>
<td>7680</td>
</tr>
<tr>
<td>83</td>
<td>2</td>
<td>3</td>
<td>7680</td>
</tr>
<tr>
<td>103</td>
<td>2</td>
<td>3</td>
<td>7680</td>
</tr>
<tr>
<td>22</td>
<td>2</td>
<td>3</td>
<td>7680</td>
</tr>
<tr>
<td>42</td>
<td>2</td>
<td>3</td>
<td>7680</td>
</tr>
<tr>
<td>86</td>
<td>2</td>
<td>3</td>
<td>7680</td>
</tr>
</tbody>
</table>

In turn, Table 3.13 shows the obtained results by applying a proportional superframe allocation scheme. In this allocation scheme, the superframe durations are defined based on the load imposed by descendant nodes (nodes belonging to the branch of the cluster-head). The main idea is to allocate adequate bandwidth for each cluster-head in order to improve the network throughput.

Furthermore, a proportional superframe allocation scheme can also allocate adequate buffer size for all cluster-heads. The main idea is to dimension a proper buffer size for each cluster-head based on the message load, allowing to save resources of the nodes. Table 3.14 shows the size of internal buffers (number of messages) using both the static and proportional superframe duration allocation schemes.
Table 3.13: Proportional superframe duration allocation scheme for the random cluster-tree network experiment.

<table>
<thead>
<tr>
<th>CH</th>
<th>Depth</th>
<th>SO</th>
<th>SD (symbols)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>7</td>
<td>122880</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>6</td>
<td>61440</td>
</tr>
<tr>
<td>9</td>
<td>1</td>
<td>4</td>
<td>15360</td>
</tr>
<tr>
<td>27</td>
<td>1</td>
<td>5</td>
<td>30720</td>
</tr>
<tr>
<td>8</td>
<td>2</td>
<td>3</td>
<td>7680</td>
</tr>
<tr>
<td>28</td>
<td>2</td>
<td>4</td>
<td>15360</td>
</tr>
<tr>
<td>35</td>
<td>2</td>
<td>5</td>
<td>30720</td>
</tr>
<tr>
<td>68</td>
<td>2</td>
<td>3</td>
<td>7680</td>
</tr>
<tr>
<td>83</td>
<td>2</td>
<td>2</td>
<td>3840</td>
</tr>
<tr>
<td>103</td>
<td>2</td>
<td>3</td>
<td>7680</td>
</tr>
<tr>
<td>22</td>
<td>2</td>
<td>2</td>
<td>3840</td>
</tr>
<tr>
<td>42</td>
<td>2</td>
<td>4</td>
<td>15360</td>
</tr>
<tr>
<td>86</td>
<td>2</td>
<td>1</td>
<td>1920</td>
</tr>
</tbody>
</table>

Table 3.14: Size of internal buffers for the cluster-heads using different superframe duration allocation schemes.

<table>
<thead>
<tr>
<th>CH</th>
<th>Depth</th>
<th>Static scheme</th>
<th>Proportional scheme</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>200</td>
<td>201</td>
</tr>
<tr>
<td>4</td>
<td>1</td>
<td>200</td>
<td>106</td>
</tr>
<tr>
<td>9</td>
<td>1</td>
<td>200</td>
<td>39</td>
</tr>
<tr>
<td>27</td>
<td>1</td>
<td>200</td>
<td>50</td>
</tr>
<tr>
<td>8</td>
<td>2</td>
<td>200</td>
<td>20</td>
</tr>
<tr>
<td>28</td>
<td>2</td>
<td>200</td>
<td>32</td>
</tr>
<tr>
<td>35</td>
<td>2</td>
<td>200</td>
<td>48</td>
</tr>
<tr>
<td>68</td>
<td>2</td>
<td>200</td>
<td>11</td>
</tr>
<tr>
<td>83</td>
<td>2</td>
<td>200</td>
<td>8</td>
</tr>
<tr>
<td>103</td>
<td>2</td>
<td>200</td>
<td>14</td>
</tr>
<tr>
<td>22</td>
<td>2</td>
<td>200</td>
<td>8</td>
</tr>
<tr>
<td>42</td>
<td>2</td>
<td>200</td>
<td>31</td>
</tr>
<tr>
<td>86</td>
<td>2</td>
<td>200</td>
<td>5</td>
</tr>
</tbody>
</table>

Note that for the static allocation scheme, we have defined the size of buffers equal to the number of sensing nodes in the cluster-tree network, without considering any features of the cluster-heads, such as their depths and number of child nodes. In turn, the proportional allocation scheme presents different results by considering the requirements of the network formation process.

The proposed CT-SIM simulation model provides information about the behaviour of the internal buffers for all cluster-heads, such as the average number of messages within the buffers during the active periods of the clusters (via CastaliaResults script). To illustrate this functionality, Figure 3.8 shows the behaviour of the buffers for different depths of the cluster-tree, using the top-down cluster scheduling; while Figure 3.9 shows the behaviour of the buffers, using the bottom-up scheduling.

Note that the buffer behaviour is an important metric to analyse the network performance. It can be observed in Figures 3.8 and 3.9 that a proportional superframe duration allocation scheme has better performance behaviour when compared with a static scheme. Besides to
save resources, an adequate superframe allocation can avoid the accumulation of messages within the buffers, which generate discard of messages due to buffer overflows and high delays. For example, Figure 3.10 shows the number of discarded messages due to buffer overflows.

As can be seen in Figure 3.10, the proportional superframe duration allocation scheme may avoid the discard of messages due to buffer overflows; while the static scheme has a high number of discarded messages within the buffers, increasing the message loss rate and the end-to-end delays. This performance can be unsuitable for a large number of WSN applications. Thus, it is very important that a simulation model provides mechanisms to evaluate the buffer behaviour of cluster-heads in cluster-tree WSNs.
3.6.6 Communication phase

In order to demonstrate the usability of CT-SIM in what concerns the support of different communication traffics, we have performed another set of simulations. First, we performed a simulation to demonstrate the behaviour of the monitoring traffic under different number of nodes and data rates. Table 3.15 shows the different scenarios defined for this experiment.

Table 3.15: Set of scenarios to evaluate the communication phase.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Number of nodes</th>
<th>Environment size</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scenario 1</td>
<td>50 + PAN</td>
<td>100m x 100m</td>
</tr>
<tr>
<td>Scenario 2</td>
<td>100 + PAN</td>
<td>141m x 141m</td>
</tr>
<tr>
<td>Scenario 3</td>
<td>150 + PAN</td>
<td>173m x 173m</td>
</tr>
<tr>
<td>Scenario 4</td>
<td>200 + PAN</td>
<td>200m x 200m</td>
</tr>
</tbody>
</table>

For all scenarios, the PAN coordinator was placed at the central location of the environment, and the other sensing nodes were randomly deployed. Note also that, as the number of nodes increase, the environment size proportionally increases in order to keep the same node density. The basic idea is to avoid biased assessments due to the collision effect caused by different node density.

Regarding to data rates, we have defined two types of the monitoring traffic: 0.1 pkt/s (1 packet every 10 s) and 0.05 pkt/s (1 packet every 20 s). For each scenario, data rates were equally distributed among the sensing nodes. The PAN coordinator is the unique node that does not generate data traffic. Each node generates 50 messages. In order to provide diversity of the results, each scenario runs 5 times using different sets of random variables.

Figure 3.11 shows the average end-to-end delay for the monitoring traffic, considering the static and proportional superframe duration allocation schemes.

Note that, as the number of nodes increase, the average end-to-end delay also increases due to a higher load of messages. However, we can observe that a proportional superframe...
duration allocation scheme has a better performance, because network parameters were adequately defined according to the number of nodes and the message load imposed by them. Instead, a static allocation scheme does not consider the different conditions for the cluster-heads to allocate superframe durations and buffer sizes, and, consequently, the message delays highly increase.

Additionally, aiming to demonstrate the usability of the proposed simulation model regarding to the source-to-destination traffic, an experiment was carried out using both the two available traffic types together. For this, we have defined an environment size of 200 m x 200 m. Again, the PAN coordinator was deployed in central position. In turn, nodes 1 and 2 were defined as the source and destination nodes for the source-to-destination traffic, respectively. These nodes were statically deployed in opposite positions with the PAN coordinator placed in the middle. Regarding the source-to-destination traffic, node 1 generates 1000 packets towards node 2 with data rate set to 0.2 pkt/s (1 packet every 5 s). Importantly, nodes 1 and 2 do not generate monitoring traffic. Moreover, we randomly deployed 400 sensing nodes, which generate monitoring traffic. In order to obtain diverse scenarios, we have defined different monitoring traffic data rates: 0.05 pkt/s (1 pkt/20 s), 0.025 pkt/s (1 pkt/40 s), 0.0166 pkt/s (1 pkt/60 s) and 0.0125 pkt/s (1 pkt/80 s).

Figure 3.12 illustrates this simulation environment and shows the tree path that supports the cluster-tree communication from node 1 to node 2 (source-to-destination traffic).

Figure 3.13 shows the average end-to-end delay for the monitoring and source-to-destination traffics. Note that, as the monitoring traffic rate increases, the average end-to-end delay also increases. In fact, increasing the data rate for the monitoring traffic, the number of packets waiting to be transferred in the MAC buffers also increases, inducing higher delays for the packets. Also, there is a large number of nodes trying to contend for the wireless channel. Note also that, the source-to-destination traffic keeps a constant end-to-end delay (in general) while the data rate increases until the 1 pkt every 40 s for the monitoring traffic. However, using the data rate of 1 pkt every 20 s for the monitoring traffic, the average end-to-end delays increase for both the monitoring and source-to-destination traffic.

Figure 3.11: Average end-to-end delay for the monitoring traffic under different number of sensing nodes.
3.7 Conclusion and future considerations

In this paper, we presented CT-SIM, a simulation model proposed for IEEE 802.15.4/ZigBee-based cluster-tree WSNs, that was built-upon the Castalia Simulator. This simulation model allows to build random wide-scale cluster-tree networks, considering its most important mechanisms and issues, such as: network formation, addressing, cluster scheduling, superframe duration allocation and, direct and indirect data communication mechanisms. We demonstrate through a series of simulation experiments the main features and capabilities of the proposed CT-SIM simulation model.
CT-SIM was designed in a modular way, which allows the configuration of a multiple communication environments and network parameters. With this, researchers and developers can design and evaluate new protocols and implementations for wide-scale cluster-tree networks based on the IEEE 802.15.14/ZigBee standards.

As future considerations, we intend to add new functionalities and algorithms for the proposed simulation model and to implement new communication protocols and approaches for wide-scale cluster-tree networks. Also, we intend to make an evaluation version of this simulation model, that will be available for the research community.
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4.1 Abstract

The use of Wireless Sensor Network (WSN) technologies is an attractive option to support wide-scale monitoring applications, such as those that can be found in precision agriculture, environmental monitoring and industrial automation. The IEEE 802.15.4/ZigBee cluster-tree topology is a suitable topology to build wide-scale WSNs. Despite its advantages, such as timing synchronisation, duty-cycle operation, and beacon-enabled mode, cluster-tree networks forward all communication through the tree paths via cluster-head nodes, toward the PAN coordinator. Thus, the careful adjustment of the length of the transmission opportunities allocated to each of the cluster-heads (superframe durations) is an important research issue. This paper proposes a set of proportional Superframe Duration Allocation (SDA) schemes, based on well-defined protocol and timing models for IEEE 802.15.4 cluster-tree networks, that consider the message load imposed by child nodes (Load-SDA scheme) and the number of descendant nodes (Nodes-SDA scheme) of each cluster-head. The underlying idea is to adequately allocate superframe durations and buffer sizes to each of the cluster-heads, in order to improve the network throughput and to avoid typical problems, such as: congestion, high end-to-end delays and discarded messages due to buffer overflows. Simulation assessments show that the proposed allocation schemes may improve the operation of cluster-tree networks and avoid their inherent problems.
4. Superframe Duration Allocation Schemes

4.2 Introduction

With the increasing technological advances of Micro-Electro-Mechanical devices [10], including its processing and storing capabilities, Wireless Sensor Networks (WSN) have become an attractive technology to deploy wide-scale industrial and home applications, such as: environmental monitoring, precision agriculture, smart buildings and cities, industrial automation and military applications [5, 7].

WSNs are special wireless ad hoc networks composed of a large number of low-power, low-cost and low-rate devices, which are capable of sensing, processing and sending information related to environment variables [86]. This type of network may also be able to actuate over the monitored environment through the use of special devices called actuators. The increasing demand for WSN-based applications is driving the need for new design approaches, able to deal with WSN specific requirements, such as energy-efficient operation, wide-scale deployments and time-sensitive approaches.

The IEEE 802.15.4/ZigBee standards [18, 21] are the most widely used protocols to deploy WSNs. On one hand, the IEEE 802.15.4 standard defines the Physical layer and Medium Access Control (MAC) sublayer for low-rate, low-cost, and low-power Wireless Personal Area Network (LR-WPAN) applications. On the other hand, ZigBee specifies the upper layers (Network and Application) over the IEEE 802.15.4 protocol stack. Basically, these standards define two types of devices: Full-Function Devices (FFDs) and Reduced-Function Devices (RFDs). While RFDs perform only a reduced set of functions such as channel scanning, network association requests and sensing activities, FFDs can also perform more complex functions such as PAN

Depending on the application requirements, an IEEE 802.15.4 network can operate in two topology types: star and peer-to-peer. The star topology is the simplest network organisation, where all sensing nodes are directly connected to the PAN coordinator, which is a unique node and is responsible for all management and communication activities (centralized communication paradigm). Although being easy to build and manage, the weakness of this topology is that the network coverage is limited to the sensing range of its nodes, which prevents wide-scale deployments.

In peer-to-peer topologies, any device may directly communicate with any other device, as long as they are in the communication range of one another. This topology type allows more complex network formations to be implemented, such as cluster-tree and mesh topologies. Mesh topologies provide higher network flexibility and lower complexity, high routing redundancy and good scalability [25, 26]. However, it does not provide explicit mechanisms that allow nodes to enter into low power mode [27, 28], decreasing the network lifetime. These characteristics are not desirable for typical WSN-based monitoring applications, which imposes strict requirements regarding to power consumption of the sensor nodes.

In order to overcome this weakness, the IEEE 802.15.4/ZigBee set of standards also provides the cluster-tree topology – a special peer-to-peer topology. Cluster-tree is one of the most suitable topologies to deploy wide-scale WSNs [30]. In the cluster-tree topology, nodes are grouped into clusters and are coordinated by a unique FFD node called cluster-head (the PAN coordinator is a specific case of a cluster-head). Cluster-heads are responsible for association, synchronisation and communication of their child nodes. In order to provide
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scalability, clusters are interconnected through their coordinators to build a hierarchical network structure.

Nevertheless, the efficient operation of cluster-tree topologies requires the consideration of further design issues, such as: network formation [44, 48], beacon scheduling [26, 52], and MAC protocol configuration related issues [55, 56, 64, 65], including those related to medium access protocol and those that define the communication structures. Thus, it is necessary to provide adequate guidelines for setting-up the MAC configuration parameters in order to build efficient wide-scale cluster-tree WSNs.

4.2.1 Objectives and Contributions

In this paper, we define a holistic approach to deal with the problem of how to allocate superframe durations to the multiple cluster-heads in a wide-scale WSN. This paper extends work previously presented in [100]. We define a set of boundary equations that model both the protocol and the timing behaviour of IEEE 802.15.4 cluster-tree networks in worst-case conditions. Based on these equations, we propose a set of superframe duration allocation schemes, that are able to improve the network throughput in wide-scale WSN applications. The proposed allocation schemes distribute the available network bandwidth according to the traffic associated with each network cluster. As a consequence, the use of this type of allocation schemes enables the reduction of some of the typical problems of cluster-tree networks such as: congestion, high delays and dropped messages due to buffer overflows. Basically, the proposed superframe duration allocation schemes consider: 1) the message load imposed by sensor nodes; 2) the number of descendant nodes of each cluster; and 3) the number of child nodes belonging to the cluster itself. This type of bandwidth allocation scheme is based on earlier work developed to set the bandwidth allocation of Fieldbus networks [101] and FDDI networks [102] and, more recently, of FlexRay networks [103, 104].

We focus our study on ZigBee-based cluster-tree topologies, due to some specific features, such as: suitability to deploy wide-scale networks and energy-efficiency guarantees, which are common features for typical WSN monitoring applications.

To the best of our knowledge, this is the first study that provides guidelines for setting the superframe structure in cluster-tree networks, considering the timing constraints imposed by the traffic generated by the sensor nodes and the network topology. The main contributions of this paper can be summarized as follows:

- A set of worst-case boundary equations for IEEE 802.15.4 cluster-tree networks, defining a set of timing constraints that must be fulfilled during the network operation, in order to guarantee the adequate timing behaviour of the supported applications.

- A set of guidelines to define the superframe duration and the buffer size for each cluster. These guidelines are based on both the traffic requirements and the network topology, such as the number of child nodes and the depth of the cluster-heads in the cluster-tree network. The use of these guidelines for setting-up the superframe durations significantly increase the network throughput, avoiding or reducing the congestion of the cluster-tree network.

- A simulation assessment that highlights the advantages of using the proposed superframe duration allocation schemes.
4.2.2 Organisation of this Paper

The remainder of this paper is organized as follows: Section 4.3 provides the required background. Subsection 4.3.1 presents an overview of the IEEE 802.15.4/ZigBee cluster-tree networks and Subsection 4.3.2 presents some of the most relevant related works for the development of this work. Section 4.4 defines the considered message traffic and network models. Section 4.5 presents a set of boundary equations that will constrain the allocation of the superframe durations for each cluster-head. In Section 4.6, we model the considered transmission duration time considered in this work. Section 4.7 presents a timing constraint for the monitoring traffic based on the protocol constraints of IEEE 802.15.4 cluster-tree networks. Section 4.8 introduces the proposed superframe duration allocation schemes. Subsection 4.8.1 presents an allocation scheme based on the load imposed by the descendant nodes of each cluster-head; Subsection 4.8.2 presents an allocation scheme based on the number of descendant nodes; Subsection 4.8.3 provides an example of the use of the proposed allocation schemes. Finally, Section 4.9 presents a simulation assessment of the proposed allocation schemes and discussion of the results, and some conclusions and considerations about future works are presented in Section 4.10.

4.3 Background

4.3.1 Cluster-tree Topologies

Cluster-tree topologies are complex peer-to-peer constructions, where sensor nodes are grouped into clusters. Each cluster is coordinated by a specific FFD node called coordinator or cluster-head (CH). All communication within the clusters is centralized under the control of the CH. The CH is responsible to build its own cluster, managing nodes’ association and providing synchronisation mechanisms and intra-cluster communication.

The first cluster of a cluster-tree network is initially built by a special node, called PAN coordinator. The PAN coordinator is responsible for all the network management activities and normally is the sink node of the network. The CHs (including the PAN coordinator) are interconnected by parent-child relationships, forming a tree hierarchical network structure (multicluster).

Cluster-tree networks operate in the IEEE 802.15.4 beacon-enabled mode, where a structure called Superframe organizes all communication rounds. A superframe is bounded by beacon frames, which are periodically transmitted by the cluster-heads. Beacon frames are used to synchronise and to identify the clusters and also to describe the superframe structure. The superframe structure is described by two parameters: the \textit{macBeaconOrder} (BO) and \textit{macSuperframeOrder} (SO), where $0 \leq SO \leq BO \leq 14$. These parameters define the \textit{Beacon Interval} (BI) and the \textit{Superframe Duration} (SD), respectively. Figure 4.1 illustrates the superframe structure.

BI defines the interval at which coordinators must periodically transmit their beacon frames. In turn, SD defines the communication period of the clusters. Each superframe can be composed of two parts: the active and inactive periods. The inactive period exists only when the SO parameter is smaller than the BO parameter. During the active period, nodes
can communicate with their cluster-heads. On the other hand, during the inactive period, the coordinator and member nodes may enter in low power (sleep) mode in order to save energy. The active part comprises two periods: Contention Access Period (CAP), during which member nodes can communicate using slotted Carrier Sense Multiple Access with Collision Avoidance (CSMA-CA) mechanism to access the channel; and Contention-Free Period (CFP), during which the coordinator can allocate up to seven Guaranteed Time Slots (GTS) for specific devices to transmit data without contending for the channel access. The \(a_{\text{BaseSuperframeDuration}}\) parameter defines the minimum duration of a superframe \((SD_{\text{min}})\) when SO is 0 (by default, this parameter corresponds to 960 symbols, corresponding to a duration of 15.36 ms, considering a bit rate of 250 kbps, frequency band of 2.4 GHz, and one symbol as 4 bits).

### 4.3.2 Related Works

In recent years, multiple works have been presented addressing some of the main challenges about cluster-tree WSNs, including network formation schemes, communication mechanisms, MAC protocol configuration, energy-efficiency, scalability issues, admission and congestion control, and beacon scheduling. Each of these issues has its own special considerations. Within the context of this paper, we are particularly interested in works that address the throughput of the network traffic for IEEE 802.15.4 cluster-tree WSNs, using CAP communication mechanisms. For this topic, modelling the main constraints of the IEEE 802.15.4 MAC protocol using formal methods and the definition of adequate communication period allocation schemes are important mechanisms to avoid known problems such as packet drops due to buffer overflows, congestion and high end-to-end delivery delays, which could lead to undesired operation of the network [99]. Several works in the literature show that the configuration of IEEE 802.15.4 MAC parameters has a direct impact upon the performance of the WSN, which can generate undesirable behaviours for applications subject to strict requirements, such as: energy efficiency, wide-scale deployments and time-sensitive message transfers [56, 65].

In this context, we point out a set of works [105–108] that provide analytical models for the contention access period of IEEE 802.15.4 MAC protocol. Cao et al. [105] presents an accurate analytical model to evaluate the behaviour of IEEE 802.15.4 MAC protocol with periodic traffic, which is a common scenario for WSN-based monitoring applications. The authors consider the probabilities of CCA (Clear Channel Assessment) failures and transmission collisions, considering the standard characteristics of retransmissions and the
double CCA of the CSMA-CA protocol. Although the authors point out that this model can be used to define adequate active period duration, no scheme or guidelines are provided.

Several works encompass analytical models of the contention period for the IEEE 802.15.4 MAC protocol based on Markov chain [106–108]. Basically, each one of these analytical models consider a specific set of parameters and characteristics of the CSMA-CA protocol. Guennoun et al. [106] provided a new IEEE 802.15.4-based MAC protocol named Variable CCA MAC protocol. The main idea behind this protocol is to change the number of CCAs that a node must perform before transmitting a data packet (by default, it is defined to 2). The authors modelled this new MAC protocol using Markov chains and demonstrate its accuracy and capability of predicting its behaviour through simulation. However, this new protocol has a negative performance regarding to channel utilisation communication, delays, reliability and energy consumption. In fact, increasing the number of CCAs leads to the increasing of the contention window, which can generate higher delays and energy consumption. Furthermore, performing a higher number of CCAs does not avoid collisions, since nodes are not spread along the time to access the wireless channel. Recas et al. [107] proposed an analytical model based on Markov chains, considering several node classes, by setting different values for the CSMA-CA protocol such as contention window, maximum number of backoffs and the initial and maximum backoff exponent. However, this work does not consider inactive periods. Instead, Park et al. [108] provided two Markov chains to model the behaviour of IEEE 802.15.4 MAC protocol, considering the contention period (CAP) and the contention free period (CFP). This analytical model considers the main parameters of CSMA-CA protocol and the network performance is evaluated through both theoretical analysis and simulation.

A major drawback of these approaches is that they only consider star networks and do not address the characteristics of cluster-tree networks. Thus, these approaches are limited to specific environments and can not be applied to wide-scale applications. In addition, other weakness of these works is that they provide analytical models for the IEEE 802.15.4 MAC protocol without considering any scheme to adequately allocate the active period durations to improve the throughput for data traffic.

Other works addressed analytical models encompassing cluster-tree networks [42, 109, 110]. Martalò et al. [109] proposed an analytical framework to model the behaviour of the IEEE 802.15.4 MAC protocol based on Markov chains. An important requirement assumed by the authors is the finite buffer queues for the nodes. The provided model is quite simple, where the node traffic is always generated by nodes and forwarded toward sink node (PAN coordinator), and it does not describe the complex features of this network type. Jurčík et al. [42] used network calculus theory to model cluster-tree WSNs according to several network parameters, such as: depth, maximum number of child nodes and maximum number of child routers. In this work, the authors provide a worst-case evaluation of the behaviour for upstream and downstream data flows, considering important constraints such as: buffer and bandwidth requirements, flow directions and end-to-end delays. However, this work considers only the contention-free period (GTS), and the limitation of maximum of seven GTS allocation imposed by IEEE 802.15.4 standard restricts the number of data flows in network. Moreover, the data traffic generated by typical monitoring scenarios was not considered in this analysis. Kohvakka et al. [110] provided several mathematical models for the performance analysis of IEEE 802.15.4 CSMA-CA mechanism and MAC operations and verified the proposed models through simulations.
However, only models were provided and no further schemes were proposed.

Moreover, we highlight other set of works proposed by [28, 111], which provide performance assessments of IEEE 802.15.4 MAC protocol by setting different values for its MAC parameters. Di Francesco et al. [28] analysed the impact of the main MAC parameters upon the communication behaviour and proposed an adaptive cross-layer framework to minimize the energy consumption for single and multihop WSNs. The authors have shown that changing the \( \text{macMinBE} \), \( \text{macMaxCSMABackoffs} \) and \( \text{macMaxFrameRetries} \) parameters may increase the probability of winning the contention for the wireless channel. However, increasing these values above a certain threshold does not interfere significantly. Also, they have shown that the \( \text{macMaxCSMABackoff} \) parameter has higher impact over the energy consumption than \( \text{macMinBE} \) parameter. Chen et al. [111] provided a performance evaluation of IEEE 802.15.4 star networks through simulation. Differently of [28], the authors focused on selection of the SO and BO parameters and their impact upon different industrial scenarios. However, only star topologies were evaluated and no allocation scheme was proposed.

Some works have used other techniques to increase the bandwidth for message streams, such as: beacon scheduling [52–54] and superframe duration adjustment scheme [56, 57, 112]. Hanzalek and Jurcík [52] presented a Time-Division Cluster Scheduling (TDCS) mechanism to meet end-to-end deadlines of time-bounded message streams. This mechanism employed a pure time-division scheduling approach, avoiding the inter-cluster collision problem. The authors formulated the TDCS approach as a cyclic extension of the Resource Constrained Project Scheduling with Temporal Constraints (RCPS/TC), which defines a feasible schedule considering the temporal and resource constraints for a set of tasks. After modelling this problem, they use an integer linear programming algorithm to solve the scheduling problem. Severino et al. [53] proposed a dynamic cluster scheduling scheme to provide QoS for different traffic flows in cluster-tree networks. In this work, the authors defined a run-time approach to re-order the involved clusters in specific message streams, considering their priorities, in order to minimize the traffic latency. Also, this approach provides a mechanism to increase the size of the superframe duration (bandwidth) of the involved clusters in the communication of message streams, using the inactive period or the active periods of non-involved clusters. Yeh and Pan [54] formulated the Low-latency Two-way Beacon Scheduling (LTBS) problem for cluster-tree networks. In this approach, the authors modify the IEEE 802.15.4 superframe structure to allow the broadcast of two beacons: one active part for the upstream traffic and another for downstream traffic. The authors also defined a set of algorithms to assign nodes in upstream and downstream slots in order to reduce the network latency, avoiding interferences among them.

Furthermore, Lee et al. [56] provided a Superframe Duration Adjustment Scheme (SUDAS) based on Markov chains, which analyses both the contention and contention-free periods, allocating GTS slots for devices based on the packet sizes. The main idea of SUDAS is to adequately allocate GTS and define the start time for a set of requested devices, improving the bandwidth of the contention-free period. With this, the contention period can be used by other nodes to communicate their data packets. Rasouli et al. [57] proposed an algorithm for the adjustment of the length of superframe duration and the CSMA Backoff Exponent (BE) parameter according to the network traffic, in order to decrease the energy consumption and to improve the throughput of the network. However, these schemes
just consider star topologies. Casilari et al. [112] provided algorithms to define the superframe durations for all clusters in a cluster-tree network, following a time-division approach. The main idea is to maximise the use of the beacon interval and to avoid any inactive period. For this, the authors proposed different allocating schemes, such as: the same SO for all clusters, highest SO for the PAN coordinator and a scheme that allocates a SO for the coordinator based on the traffic generated in its cluster. However, the authors just present simple schemes and do not consider several protocol constraints of cluster-tree, for instance, buffer constraints and timing constraints of messages.

Within this context, we can easily observe the lack of mechanisms to properly allocate active communication periods within the CAP, in order to improve the throughput for monitoring traffic in cluster-tree networks, avoiding common problems that can lead to undesirable network states (e.g. buffer overflows). This paper aims to provide a set of guidelines that enable network designers to efficiently predict appropriate network operational parameters and message flow configurations for wide-scale cluster-tree networks.

### 4.4 System Model

In this work, we assume a set of $N_{\text{nodes}}$ sensor nodes organized according to a cluster-tree topology and randomly deployed along a wide-scale environment. Moreover, we consider that the network formation procedure ensures that all monitoring environment is covered (no orphan nodes). The PAN coordinator (root of the tree and sink node) is responsible to trigger the network formation and acts as cluster-head for the first cluster, according to the IEEE 802.15.4 [68] and ZigBee [21] standards.

Moreover, the cluster-tree network is composed of a set of $N_{\text{CH}}$ coordinator nodes (including the PAN coordinator), acting as cluster-heads (CHs) of their clusters and periodically sending beacon frames to synchronise their child nodes. We assume that this set of clusters is static and that there are no mobile nodes, which imply that the network topology does not change along the network lifetime. Figure 4.2 illustrates an IEEE 802.15.4 cluster-tree wireless sensor network deployed in a specific wide-scale environment.

![Figure 4.2: IEEE 802.15.4/ZigBee cluster-tree network.](image)

Within this context, we consider that cluster-heads share the same Beacon Interval (BI),
but a specific superframe duration (SD) is defined for each one of them. Therefore, the set of cluster-heads is characterized by:

\[ CH_j = (SD_j, BI), \quad \text{for} \ 1 \leq j \leq N_{CH}, \quad (4.1) \]

where \( SD_j \) is the Superframe Duration of the cluster-head \( CH_j \) and \( BI \) is the Beacon Interval for all clusters.

To avoid inter-cluster collisions caused by overlapping clusters, we assume that all cluster’s active periods have been previously scheduled according to a time division beacon scheduling approach. For this, two different beacon scheduling schemes may be adopted:

- Top-down beacon scheduling: superframe durations are ordered in a top-down direction. Firstly, the PAN coordinator is scheduled, then clusters of the depth 1, and later clusters of the following depths are sequentially aligned. This scheduling scheme prioritises downstream traffic.

- Bottom-up beacon scheduling: superframe durations are ordered in a bottom-up direction. Firstly, the deepest clusters (max depth of the tree) are scheduled, then clusters of next lower depth, following depth-by-depth until reaching the PAN coordinator. This scheduling scheme prioritises upstream traffic.

Figure 4.3 illustrates a top-down beacon scheduling, while Figure 4.4 illustrates a bottom-up scheduling for the network presented in Figure 4.2. Note that for the latter, clusters are scheduled using the reverse order of the top-down scheme.

For the sake of simplicity, no data aggregation or data fusion operations are performed by the cluster-heads. We also assume that the active portions of the clusters are composed only of Contention Access Period (CAP). Finally, we consider that whenever there are error sources affecting the wireless communication, these sources are statistically distributed along the communication environment. Therefore, they equally affect the communication within all the clusters. As the use of a balanced bandwidth allocation scheme is to guarantee a fair distribution of the available communication resources (bandwidth) among all cluster-heads, we do not consider the error behaviour of the communication channel.
For the message traffic model, we assume that sensing nodes periodically send messages to a base station (sink node, defined as PAN Coordinator), through the tree path routing from the sensor nodes to the sink node (upstream traffic). Within this context, messages are modelled by a set $S$ of $M$ message streams:

$$S = S_1, S_2, ..., S_M,$$  \hspace{1cm} \text{(4.2)}

Messages generated by each message stream $S_i$ may be the consequence of regular measurements of environment variables. In this context, a message stream $S_i$ may be characterized as follows:

$$S_i = (C_i, P_i),$$  \hspace{1cm} \text{(4.3)}

- Where $P_i$ is the period of a cyclic message stream $S_i$. Message periods are not synchronised with the beacon interval of the network.
- $C_i$ is the length of each message in a message stream $S_i$. This parameter corresponds to the amount of time required to access to wireless channel, to transmit entirely the message, and to receive the acknowledgement, when required.
- The $k$-th message of a message streams $S_i$ is represented by $M_i^k$ parameter.

As messages are forwarded through the cluster-tree, the utilisation factor imposed by a specific message stream depends on the depth of its generator node. We define $U$ as the total effective utilisation factor imposed by set $S$:

$$U = \sum_{i=1}^{M} \frac{C_i}{P_i} \times \text{depth}_i,$$  \hspace{1cm} \text{(4.4)}

where $\text{depth}_i$ corresponds to the depth of the node that generates $S_i$ (considering the root node to be depth 0, according to Figure 4.2).

### 4.5 Protocol Constraints

The allocation of superframe durations to each of the clusters is done according to a set of boundary equations, hereafter referred as protocol and buffer constraints. In this section, we model the protocol and buffer constraints used along this work, considering the main requirements imposed by the IEEE 802.15.4 standard.

#### 4.5.1 Length of the Beacon Interval

The length of the beacon interval is an important design parameter for setting-up a cluster-tree network. According to the IEEE 802.15.4 standard, the beacon interval (BI) and the superframe duration ($SD_j$) are defined as follows:
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\[
\begin{align*}
BI &= \alpha \times 2^{BO} \\
SD &= \alpha \times 2^{SO}, \quad \text{for } 0 \leq SO \leq BO \leq 14,
\end{align*}
\]  

(4.5)

where \( \alpha \) corresponds to the \textit{aBaseSuperframeDuration} MAC parameter. From Equation (4.5), it follows that:

\[
\alpha \times 2^0 \leq SD \leq BI \leq \alpha \times 2^{14},
\]  

(4.6)

where BI and SD values are related to a power of \( 2^{BO} \) and \( 2^{SO} \), respectively.

On one hand, the beacon interval must be large enough to ensure that all desired superframe durations can be scheduled, but it should also be as small as possible to reduce the end-to-end delay of message transfers:

\[
BI \geq \sum_{j=1}^{N_{CH}} SD_j,
\]  

(4.7)

On the other hand, considering that a message stream \( S_i \) generates a new message to be transferred every period \( P_i \), and that any node is able to send messages only during its cluster active period, there is a direct restriction imposed by the beacon interval upon the message stream periodicity.

As the message generation period is not synchronised with the beacon arrivals, it may occur (Figure 4.5) a message \( M_i^{k} \) being generated immediately before the end of the active period of the cluster, so that there is no enough time to transmit this message. As a consequence, this message would only be transmitted during the next active period.

![Figure 4.5: Length of beacon interval regarding message periodicities.](image)

Thus, assuming \( \delta \) as the minimum required time (contention time plus transmission and acknowledgement times) to transmit message \( M_i^{k} \), in order to guarantee that \( M_i^{k} \) may be transferred before the generation of the next message, period \( P_i \) must be, at least, larger than the beacon interval plus \( \delta \). Considering the set \( \mathbb{P} = \{ P_1, P_2, ..., P_M \} \) as the message periods of set \( S \) of message streams, there is the following constraint upon the beacon interval:

\[
BI \leq \min\{\mathbb{P}\} - \delta,
\]  

(4.8)

where \( \min\{\mathbb{P}\} \) corresponds to the shortest period for the set \( S \) of defined message streams.
Therefore, from Equations (4.7) and (4.8), a Protocol Constraint that must be satisfied by the cluster-tree network is as follows:

\[
\sum_{j=1}^{N_{CH}} SD_j \leq BI \leq \min\{P\} - \delta, \quad (4.9)
\]

Considering that a cluster-tree network is a multihop network, a message to be transferred from source to sink must go through a sequence of clusters, during a sequence of scheduled active periods. That is, the example illustrated in Figure 4.5 must consider the cluster active period schemes illustrated in Figures 4.3 and 4.4.

A consequence of this multihop operating behaviour is that different scheduling approaches may (or not) prioritise the upstream traffic. For example, the constraint defined in Equation 4.8 is adequate for a bottom-up scheduling scheme, as a message generated at the deepest source node is able to reach the sink node during just one beacon interval. However, using a top-down scheduling scheme, the generated message will take several beacon intervals to be delivered to the sink node. Thus, the protocol constraint that must be satisfied by the cluster-tree network is as follows:

\[
depth_{\text{MAX}} \times BI \leq \min\{P\} - \delta, \quad \text{for top-down scheduling}, \quad (4.10)
\]

Therefore, from Equations (4.9) and (4.10), the Protocol Constraint that must be satisfied by the superframe duration of any cluster in a cluster-tree WSN is:

\[
\sum_{j=1}^{N_{CH}} SD_j \leq BI \leq \begin{cases} 
P_{\text{min}} - \delta & \text{for bottom-up scheduling} \\
\frac{P_{\text{min}} - \delta}{\text{depth}_{\text{MAX}}} & \text{for top-down scheduling}
\end{cases} 
\quad (4.11)
\]

Considering the defined protocol constraint (Equation 4.11) and the MAC constraint imposed by Equation 4.6, the beacon interval can assume just an integer number of values ranging from the sum of superframe durations up to the shortest period of the set of message streams (\(P_{\text{min}}\)). This consideration represents an important design constraint for cluster-tree networks. Figures 4.6 and 4.7 illustrate this design constraint.

![Figure 4.6: Beacon interval set to a value close to the shortest message period.](image)

In Figure 4.6, the beacon interval is set to a value close to the shortest message period (longer beacon interval), enhancing the network lifetime due to the reduction of energy consumption [113]. However, for this configuration, messages streams will have longer end-to-end delays.
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On the other hand, Figure 4.7 shows the configuration, where the beacon interval is set to a value close to the sum of superframe durations of the clusters. This configuration represents a shorter beacon interval, that still satisfies the protocol constraint. As a consequence, message streams will have shorter end-to-end delays. However, the energy consumption of nodes will significantly increase.

![Figure 4.7: Beacon interval set to a value close to the sum of superframe durations.](image)

4.5.2 Dimensioning Buffer Sizes

The correct dimensioning of the MAC buffers for cluster-head nodes is a critical issue, because it has a clear impact upon message discards in cluster-tree networks [99]. Thus, it is important to define a boundary equation for the buffer usage that should be imposed to the overall scheduling of the network. This boundary equation is of major relevance for avoiding message discards due to buffer overflows.

Regardless of any other issue, each cluster-head must be able to store, in the worst case, all messages generated by its descendant nodes (child nodes). That is:

\[ \eta \leq \sum_{i \in S_{\text{below}}} S_i \leq B_j, \]  

(4.12)

Where \( B_j \) is the size of the MAC buffer of cluster-head \( j \) (expressed in terms of number of messages), and \( \eta \) is the number of messages generated by the \( S_{\text{below}} \) message streams located in the descendant nodes (child nodes) of \( CH_j \) during one beacon interval.

Therefore, we have the following Buffer Constraint that must also be satisfied by the buffers at each cluster of the cluster-tree WSN:

\[ B_j \geq \sum_{n \in S_{\text{below}}} S_n, \text{ for } 1 \leq n \leq N_{\text{nodes}}, \]  

(4.13)

We assume that messages in the buffers of cluster-heads are ordered by priority (Rate-Monotonic priority scheme [114]), i.e., message streams with the shortest period will have the highest priority.

4.6 Modelling the Transmission Time During the Superframe Duration

As previously highlighted, the network load imposed by a message stream \( S_i \) is constrained by the CSMA-CA parameters, such as channel access time and transmission time of a data
frame during active periods. Due to the probabilistic behaviour of the CSMA-CA protocol, we consider the use of a set of communication models proposed by Kohvakka et al. [110] to estimate the frame transmission capacity within a superframe duration, as follows.

Within the active duration of a superframe, the transmission time ($T_{TXD}$) for a single data frame can be modelled as follows:

$$T_{TXD} = T_{BOT} + T_{PACKET} + T_{\text{radio\_transition}} + T_{ACK},$$  \hspace{1cm} (4.14)

where $T_{BOT}$ is the total backoff time, $T_{PACKET}$ is the packet transmission time, that is given by $\frac{L_{PACKET}}{D}$ (where $L_{PACKET}$ corresponds to packet frame length and $D$ is the radio data rate). $T_{\text{radio\_transition}}$ corresponds to time duration that the radio takes to switch between the different operation modes, for example, from sleep to receive modes and from receive to transmit modes. $T_{ACK}$ corresponds to the acknowledgement transmission time, that is given by $\frac{L_{ACK}}{D}$ (where $L_{ACK}$ corresponds to the ack frame length). Figure 4.8 illustrates the basic scheme for transmission of a single data frame. Note that the backoff period is aligned with the beacon period and nodes must perform the backoff algorithm to transmit a data frame.

According to the CSMA-CA algorithm, a node needs to perform two CCA before transmitting a packet ($CW_{init}$ parameter default is 2). For this, Kohvakka et al. [110] model the probability ($P_c$) of a node to perform two consecutive CCA as follows:

$$P_c = (1 - q)^{2 \times (N_{\text{mode} + 1})},$$  \hspace{1cm} (4.15)

where $q$ corresponds to the probability that a node transmits a single message (with its ack) at any time of the CAP and can be modelled as [110]:

$$q = \frac{L_{PACKET}}{SD \times R}.$$  \hspace{1cm} (4.16)

The CSMA-CA algorithm also defines a maximum number of backoffs ($b$), which correspond to the number of attempts that the backoff algorithm is repeated in case of unsuccessfully CCA attempt. This value is defined by $\text{macMaxBackoffPeriod}$ MAC parameter and its default value is 4. Hence, the probability ($P_s$) of a node to perform a CCA (access to channel) with the maximum backoff number ($b$) can be modelled as:

$$P_s = \sum_{NB=1}^{b} P_c \times (1 - P_c)^{NB-1},$$  \hspace{1cm} (4.17)

![Figure 4.8: Transmission time duration of a data frame.](image)
With this, the average backoff number \( r \) for each message can be modelled as [110]:

\[
r = (1 - P_s) \times b + \sum_{NB=1}^{b} NB \times P_c \times (1 - P_c)^{NB-1},
\]

(4.18)

Also, the average backoff time \( T_{BO} \) for each message can be modelled as function of backoff exponential (BE) [110]:

\[
T_{BO}(BE) = \frac{2^{BE} - 1}{2} \times T_{BOL},
\]

(4.19)

where \( T_{BOL} \) corresponds to the backoff period length and its value is defined by \textit{aUnitBackoffPeriod} MAC parameter (default value is 20 symbols).

Therefore, the total backoff time can be modelled based on Equations 4.18 and 4.19 and considering that, for each backoff period, in average 3/2 CCA analysis are performed [110]. Thus, the total backoff time \( T_{BOT} \) can be obtained as follows:

\[
T_{BOT} = \frac{3}{2} r(T_{CCA}) + \sum_{NB=0}^{r-1} T_{BO}(\min(macMinBE + NB, macMaxBE)),
\]

(4.20)

where \( T_{CCA} \) corresponds to the CCA analysis time.

These models are considered in this work in order to predict the number of messages that can be transferred during a minimum superframe duration.

Finally, the collision probability \( (P_{co}) \) of two nodes can be modelled as:

\[
P_{co} = \frac{1}{2^{BE} - 1},
\]

(4.21)

4.7 Timing Constraints

In this section, we derive a timing boundary equation associated to the transfer of a message, considering the set of message streams defined for the cluster-tree network and the probabilistic behaviour of the CSMA-CA algorithm modelled in previous section. The main target of this boundary equation is to enable the network designers to predict the probabilistic timing behaviour associated to the message streams and to adjust, case necessary, the periodic message stream model or the protocol parameters of the cluster-tree network. It is important to note that, as cluster-tree monitoring networks basically deal with softly-bounded message delays, this analysis provides a probabilistic methodology to avoid message drops due to buffer overflows, the congestion of the network and predictable end-to-end delays associated to each of the message streams.

The target is to define a boundary equation associated to the end-to-end delay for transferring data frames, considering the inherent characteristics of cluster-tree networks. This boundary equation will then be compared with the periodicity of each message stream,
in order to assess its (probabilistic) schedulability. The work presented in this paper considers earlier work from Lange et al. [104] and Agrawal et al. [115], which use similar approaches for the schedulability analysis of FlexRay and FDDI networks, respectively. The response time analysis calculations are based on earlier work presented by Audsley et al. [116], for the response time analysis of multi-task scheduling on mono-processors.

For computing a boundary equation for the response time of a message stream, we consider a worst-case scenario. In this scenario, all messages streams simultaneously generate messages before the end of cluster active period in the first beacon interval, but it does not have enough time to transmit any of these messages. In this case, all messages will be queued in the internal buffers of the nodes. Figure 4.9 illustrates this case, in which the transmissions will only start in next active period scheduling, each one during its active period.

Figure 4.9: Worst-case scenario for cluster-tree networks.

In order to model a boundary equation for the response time \( R_i \) of a message stream \( S_i \), we need to derive its local worst-case response time \( W_i \), which corresponds to the Worst-Case Response Time (WCRT) for a specific cluster of any depth. Within this context, we assume the worst-case scenario for message \( M_k^i \) of message stream \( S_i \), according to Figure 4.10.

Figure 4.10: Local worst-case response time for a message stream.

Note that, in the best-case scenario, this message will be transmitted to its parent cluster-head during the next cluster active period. This way, we consider an initial delay \( \gamma_i \) in which a message must wait by the next active period of its cluster. This initial delay can be expressed as follows:

\[
\gamma_i = \sigma_i + (BI - SD_j),
\]

where \( \sigma_i \) corresponds to a time interval immediately smaller than the transmission time for one message \( M_k^i \) within the CAP and \( (BI - SD_j) \) corresponds to the inactive period for that cluster.

However, this message can suffer interferences from the set of higher priority message streams, which will impose extra delays for this message. Thus, for message \( M_k^i \), we model
the interference ($\Theta_i$) imposed by the higher priority message streams located in the
descendant nodes of cluster-head $CH_j$ of the current active cluster $j$. In the best-case
scenario, this interference corresponds to the sum of the transmission times of the set of
higher priority message streams. However, if this sum exceeds the superframe duration, the
subsequent superframe durations must also be considered. Thus, we define ($\Theta_i$) for
message $M^k_i$ as:

$$\Theta^1_i(CH_j) = T_{TXD_i} + \left[ \sum_{h \in S_{below} \atop h \in hp(i)} T_{TXD_h} \right] \times (BI - SD_j) + \sum_{h \in S_{below} \atop h \in hp(i)} T_{TXD_h}$$ (4.23)

$$\Theta^w_i(CH_j) = T_{TXD_i} + \left[ \sum_{h \in S_{below} \atop h \in hp(i)} \left\lceil \frac{\Theta^w-1}{p_h} \right\rceil \times T_{TXD_h} \right] \times (BI - SD_j) \ldots$$

$$\ldots + \sum_{h \in S_{below} \atop h \in hp(i)} \left\lceil \frac{\Theta^w-1}{p_h} \right\rceil \times T_{TXD_h}, \text{ for } w > 1$$ (4.24)

Note that the interference $\Theta_i$ is modelled as function of the active period of cluster-head
$CH_j$, because message $M^k_i$ suffers interferences of multiple message streams $S_{below}$ every
time it is forwarded along the cluster-tree path. The $w$ iterations are performed until $\Theta^w_i = \Theta^{w-1}_i$.

Based on the interference time imposed by the highest priority message load, we derive a
local worst-case response time ($W_i$) for message $M^k_i$ as:

$$W_i = \gamma_i + \Theta^w_i,$$ (4.25)

In addition, the message must traverse all the cluster-tree path from the source cluster until
the PAN coordinator. Thus, the transmission delay towards the sink node takes into account
the depth of the node that generated the message stream. Within this context, we derive the
total probabilistic worst-case response time ($R_i$) for message $M^k_i$ as function of the network
depth (regarding to the PAN coordinator) of the generation node of this message stream as
follows:

$$R_i = \gamma_i + \sum_{d=\text{depth}_{n-1}}^0 \Theta^w_i(CH_j(d)),$$ (4.26)

where $CH(d)$ corresponds to cluster-head $CH_j$ of depth $d$ that is responsible for forwarding
the message $M^k_i$ along the cluster-tree path.

Moreover, the worst-case response time is also dependent of the active period
scheduling scheme. For this reason, it is added an additional delay that is dependent of the
used scheduling scheme. For the bottom-up scheduling scheme, where the upstream traffic
is prioritised, a worst-case delay must be added that corresponds to the sum of active
periods of all clusters. In turn, for the top-down scheduling scheme, where the message
needs to use multiple beacon intervals before reaching the PAN coordinator, we consider a pessimistic worst-case delay that corresponds to the difference between one beacon interval and the superframe duration of the responsible cluster for forwarding the message at each depth of the cluster-tree network until reaching the PAN coordinator. These assumptions are appropriate, because they encompass worst-case scenarios for the scheduling schemes. Therefore, the worst-case response time \( R_i \) can be derived as follows:

\[
R_i = \begin{cases} 
\gamma_i + \sum_{d=\text{depth}_n-1}^{0} \Theta_i^{\text{w}}(CH_j(d)) + \sum_{j=1}^{N_{CH}} SD_j, & \text{bottom-up} \\
\gamma_i + \sum_{d=\text{depth}_n-1}^{0} \Theta_i^{\text{w}}(CH_j(d)) + \sum_{d=\text{depth}_n-1}^{0} (BI - SD_{CH_j(d)}), & \text{top-down}
\end{cases} 
(4.27)
\]

Within this context, when specifying the probabilistic worst-case response time \( R_i \) for message \( M^k_i \), a boundary equation (timing constraint) that must be satisfied by the cluster-tree network scheduling can be defined as follows:

\[
R_i \leq P_i, \quad \text{for } \forall S_i \in \mathbb{S},
(4.28)
\]

### 4.8 Superframe Duration Allocation Schemes

Finally, we derive a set of Superframe Duration Allocation (SDA) schemes intended to improve the throughput of the monitoring traffic in cluster-tree networks. The underlying reasoning is to estimate adequate superframe duration values \( SD \) and buffer sizes for each cluster coordinator, considering both the network requirements and the protocol and timing constraints. These allocation schemes can help the designer of cluster-tree networks in what concerns the definition of network parameters, configuration of message streams and the need of using techniques such as data fusion or aggregation.

Within this context, we propose two proportional allocation schemes for setting-up the superframe durations: 1) Load-SDA, based on the traffic load imposed by the cluster descendant nodes, and 2) Nodes-SDA, based on the number of descendant nodes. The Load-SDA scheme is suitable for cluster-tree networks where both the topology and the data traffic behaviour are known. In turn, the Nodes-SDA scheme is suitable for cluster-tree networks, where only the topology is known. In this case, the Nodes-SDA allocation scheme assumes a similar traffic load generated by each sensor node.

The use of proportional allocation schemes to define the superframe duration of each cluster-head improves the throughput of the cluster-tree network, as it ensures adequate network resources (bandwidth) to each cluster-head to transmit message streams according to their requirements. Therefore, the use of this type of allocation schemes can avoid network congestion and message discards due to buffer overflows, that usually occur near the PAN coordinator [99]. Moreover, by defining adequate bandwidth and buffer sizes for cluster coordinators, the proposed schemes may also guarantee a minimum level of quality-of-service (QoS) for the message streams, and a smaller energy consumption level for each of the network cluster-heads.
4.8.1 Proportional Allocation Scheme based on the Message Load

In this subsection, we define a Proportional Superframe Duration Allocation scheme, that allocates bandwidth to a specific cluster based on its message load (Load-SDA). The reasoning is to proportionally allocate superframe durations based on the message traffic of each cluster and their child nodes, including the accumulated message traffic of child coordinators. This scheme considers that both the network topology and the data traffic behaviour are known. The Load-SDA scheme is described in Algorithm 1.

Algorithm 1: Load-SDA Algorithm.

1 // Step 1: define the beacon Interval (BI)
2 if (Scheduling Scheme == Bottom-Up) then
3 \[ BI \leq P_{min} + \delta_i; \]
4 else
5 \[ BI \leq \frac{P_{min} + \delta_i}{depth_{MAX}}; \]
6 // Step 2: define the capacity \( X \) of the \( SD_{min} \)
7 \( X = \) number of messages transferred during \( SD_{min} \) (Equation 4.29);
8 // Step 3: define the Superframe Duration for each cluster
9 for \( j = 1 \) to \( N_{CH} \) do
10 \( \) Compute \( Y \) for \( CH_j \) based on Equation 4.30;
11 \( \) Compute \( SD_j \) for \( CH_j \) based on Equation 4.33;
12 // Step 4: test the Protocol Constraint
13 Compute the Protocol Constraint based on Equation 4.11;
14 if (Protocol Constraint is not satisfied) then
15 \( \) System is not schedulable;
16 // Step 5: test the Timing Constraint
17 for \( j = 1 \) to \( m \) do
18 \( \) Compute the Timing Constraint based on Equations 4.27 and 4.28;
19 if (Timing Constraint is not satisfied) then
20 \( \) Message Stream Configuration or Network Parameters are not adequate for the System;

In the first step, the Load-SDA algorithm defines a value for the beacon interval (BI) considering the constraint imposed by Equation 4.11. We model the number \( X \) of messages transferred during the minimum superframe duration \( SD_{min} \) (step 2 in Algorithm 1) as follows:

\[
X = \left\lfloor \left( \frac{SD_{min}}{t_{TXD}} \right) \times (1 - P_{co})^m \right\rfloor,
\]

where \( SD_{min} \) corresponds to the SO parameters equal to 0 in Equation 4.6, \( t_{TXD} \) correspond to the total transmission time for a single message, and \( m \) represents the number of communicating nodes within a cluster times the probability \( q \) of a node to transmit a message at any time. For this analysis, we consider the number of communicating nodes within a cluster as the maximum number of nodes per cluster, which is a parameter defined before the formation phase of the cluster-tree network.

Thus, to define the \( SD_j \) for cluster-head \( CH_j \), the Load-SDA algorithm considers the load
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Y imposed by all message streams hierarchically below the analysed cluster-head (step 3 in Algorithm 1, line 12), including its child nodes and the accumulated message load imposed by each child cluster-head, which is modelled as:

\[ Y = \sum_{i \in S_{\text{below}}} \left\lfloor \frac{p_i}{BI} \right\rfloor, \]  

(4.30)

where \( \left\lfloor \frac{p_i}{BI} \right\rfloor \) corresponds to the maximum number of messages generated by \( S_i \) during \( BI \).

From Equations 4.29 and 4.30, the algorithm defines the necessary number of \( SD_{\text{min}} \) to guarantee the load imposed by the message streams. Thus, we have:

\[ SD_j = \left\lceil \frac{Y}{X} \right\rceil \times SD_{\text{min}}, \]  

(4.31)

Following the constraints imposed for Equation 4.6, it follows that:

\[ SD_j = \alpha \times 2^{SO_j}, \]  

(4.32)

From Equations 4.31 and 4.32, to define the superframe duration \( SD_j \) for cluster-head \( CH_j \) (step 3 in Algorithm 1, line 13), we derive the following equation to calculate its superframe order \( SO_j \):

\[ \alpha \times 2^{SO_j} = \left\lceil \frac{Y}{X} \right\rceil \times \alpha \times 2^0 \]

\[ SO_j = \left\lceil \log_2 \left( \left\lceil \frac{Y}{X} \right\rceil \right) \right\rceil \]  

(4.33)

After allocating a superframe duration for all cluster-heads, the protocol and timing constraints (Equations 4.11 and 4.28) must be verified (steps 4 and 5 in Algorithm 1, lines 15-25). Case the protocol or the timing constraints are not satisfied, it means that the system may not be schedulable and it is necessary to modify the configuration of the network and/or the set of supported messages streams. Unfortunately, the IEEE 802.15.4 standard provides a reduced flexibility to modify the values for the Superframe Duration (SD) and Beacon Interval (BI) parameters. The main reason is that these parameters are described by the Superframe Order (SO) and Beacon Order (BO) parameters, which are related with each other by a power of two. Thus, any adjust of SO or BO can significantly change the values of SD and BI, respectively.

4.8.2 Proportional Allocation Scheme Based on the Number of Nodes

Within the same context, we also propose a proportional Superframe Duration Allocation scheme based on the number of nodes (Nodes-SDA), which proportionally allocates a Superframe Duration (SD) for each cluster based on the number of its descendant nodes, without considering the load imposed by each one of them. Differently to the Load-SDA scheme, this scheme is suitable for applications where the load imposed by each cluster is unknown. The Nodes-SDA scheme is described in Algorithm 2.
Algorithm 2: Nodes-SDA Algorithm.

```plaintext
1 // Step 1: define the beacon Interval (BI)
2 if (Scheduling Scheme == Bottom-Up) then
3      BI ≤ P_{min} + \delta;
4 else
5      BI ≤ P_{min} + \delta_{depth};
6 // Step 2: define the capacity X of the SD_{min}
7 X = number of messages transferred during SD_{min} (Equation 4.29);
8 // Step 3: define the Superframe Duration for each cluster
9 for j:= 1 to N_{CH} do
10      Compute N for CH_j based on Equation 4.34;
11      Compute SD_j for CH_j based on Equation 4.37;
12 // Step 4: test the Protocol Constraint
13 Compute the Protocol Constraint based on Equation 4.11;
14 if (Protocol Constraint is not satisfied) then
15      System is not schedulable;
16 // Step 5: test the Timing Constraint
17 for j:= 1 to m do
18      Compute the Timing Constraint based on Equations 4.27 and 4.28;
19      if (Timing Constraint is not satisfied) then
20         Message Stream Configuration or Network Parameters are not adequate for the System;
```

The first and second steps of the Nodes-SDA algorithm are similar to Load-SDA algorithm. The beacon Interval and the number X of messages transferred during the minimum superframe duration SD_{min} are defined according to Equations 4.11 and 4.29 (lines 3-9 in Algorithm 2). Thus, to define the SD_j for cluster-head CH_j, the Nodes-SDA algorithm just considers the number N of hierarchically descendant nodes below the analysed cluster-head (step 3 in Algorithm 1, line 12), including its child nodes and the accumulated child nodes of each child cluster-head:

\[ N = \sum_{S_i \in S_{below}} 1, \quad \text{for } 1 \leq i \leq M, \quad (4.34) \]

From Equations 4.29 and 4.34, the algorithm defines the necessary number of SD_{min} to guarantee the message stream traffic. Thus, we have:

\[ SD_j = \left\lceil \frac{N}{X} \right\rceil \times SD_{min}, \quad (4.35) \]

Following the constraints imposed by Equation 4.6, it follows that:

\[ SD_j = \alpha \times 2^{SO_j}, \quad (4.36) \]

From Equations 4.35 and 4.36, to define the superframe duration (SD_j) for cluster-head CH_j (step 3 in Algorithm 2, line 13), we derive the following equation to calculate its respective superframe order (SO_j):
Finally, both the protocol and timing constraints (Equations 4.11 and 4.28) must be verified (steps 4 and 5 in Algorithm 1, lines 15-25).

As the Nodes-SDA scheme allocates superframe durations based on the number of nodes in the network topology, it may over-allocate durations for cluster-heads with lower message loads. In this way, Nodes-SDA commonly generates a larger sum of superframe durations, when compared to Load-SDA.

### 4.8.3 Illustrative Example

In this subsection, we present an example to illustrate the use of the proposed superframe duration allocation schemes. For this, we consider a small example of a cluster-tree network composed of 6 cluster-heads and each cluster composed of 2 leaf nodes (Figure 4.11). For this example, we only consider the Load-SDA scheme, considering that the topology and message traffic load are known. For the sake of simplicity, all values represented in this subsection will be multiples of $SD_{\text{min}}$. We also consider that each leaf node generates one message stream; nodes with odd indexes generate message streams with periods equal to $60 \times SD_{\text{min}}$ and nodes with even indexes generate message streams with periods equal to $70 \times SD_{\text{min}}$. In this example, cluster-heads do not generate any message stream.

Based on the analysis presented in Section 4.6, we assume parameter $X$ to be 2 messages transferred during a $SD_{\text{min}}$ (Equations 4.14 and 4.29). For this example, we consider a bottom-up scheduling and we apply the Load-SDA scheme. Within this context, the Beacon Interval (BI) is set according to Equation 4.8. Considering that $P_{i_{\text{min}}}$ is $60 \times SD_{\text{min}}$, the Beacon Interval (BI) is defined to be $32 \times SD_{\text{min}}$ (BO = 5).

Applying the Load-SDA algorithm, the superframe duration is calculated for each cluster-head following a bottom-up direction. Thus, for cluster-head $CH_0$, the load imposed by its message streams is (Equation 4.30):

$$Y = \sum_{i \in \text{below}} \left\lfloor \frac{1}{P_i} \right\rfloor = \left\lfloor \frac{1}{60} \right\rfloor + \left\lfloor \frac{1}{70} \right\rfloor = 1 + \frac{1}{2} = \frac{3}{2}.$$  (4.38)
Therefore, for $CH_6$, the superframe order $SO_6$ is:

$$SO_6 = \left\lceil \log_2 \left( \left\lceil \frac{Y}{X} \right\rceil \right) \right\rceil = \left\lceil \log_2 \left( \left\lceil \frac{3}{4} \right\rceil \right) \right\rceil = 0,$$  \hfill (4.39)

With this, for $CH_6$, the superframe durations is $SD_6 = \alpha \times 2^0$, that corresponds to $SD_{\text{min}}$. In fact, as cluster-head 6 has only two leaf nodes and a $SD_{\text{min}}$ supports two messages, the SD provides a reasonable bandwidth for this traffic. Following the same reasoning, superframe durations of cluster-heads 4 and 5 are also defined to $SD_{\text{min}}$.

For cluster-head $CH_3$, the message load includes the load imposed by its child nodes (Equation 4.38) and the child cluster-head $CH_6$ (accumulated load). The accumulated load is:

$$Y = \sum_{i \in S_{\text{below}}} \frac{1}{\left\lceil \frac{P_i}{B} \right\rceil} = 2 \times \frac{1}{\left\lceil \frac{60}{32} \right\rceil} + 2 \times \frac{1}{\left\lceil \frac{70}{32} \right\rceil} = 2 + 1 = 3,$$  \hfill (4.40)

Thus, for $CH_3$, the superframe order $SO_3$ is:

$$SO_3 = \left\lceil \log_2 \left( \left\lceil \frac{Y}{X} \right\rceil \right) \right\rceil = \left\lceil \log_2 \left( \left\lceil \frac{3}{2} \right\rceil \right) \right\rceil = 1,$$  \hfill (4.41)

With this, for $CH_3$, the superframe duration is $SD_3 = \alpha \times 2^1$, which corresponds to $2 \times SD_{\text{min}}$. Table 4.1 shows the superframe duration for all clusters.

Table 4.1: Superframe Durations for all Clusters.

<table>
<thead>
<tr>
<th>$SO_i$</th>
<th>$SD_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$CH_1$</td>
<td>3 $\times SD_{\text{min}}$</td>
</tr>
<tr>
<td>$CH_2$</td>
<td>2 $\times SD_{\text{min}}$</td>
</tr>
<tr>
<td>$CH_3$</td>
<td>1 $\times SD_{\text{min}}$</td>
</tr>
<tr>
<td>$CH_4$</td>
<td>0 $SD_{\text{min}}$</td>
</tr>
<tr>
<td>$CH_5$</td>
<td>0 $SD_{\text{min}}$</td>
</tr>
<tr>
<td>$CH_6$</td>
<td>0 $SD_{\text{min}}$</td>
</tr>
</tbody>
</table>

After defining the superframe duration of all cluster-heads, the protocol and timing constraints need be verified. Based on Equation 4.11, the protocol constraint is respected, as follows:

$$\sum_{j=1}^{N} SD_j \leq BI \leq P_{\text{min}} + \delta_i \hfill (4.42)$$

$$17 \times SD_{\text{min}} \leq 32 \times SD_{\text{min}} \leq 60 \times SD_{\text{min}} + \frac{1}{2} \times SD_{\text{min}} \hfill (4.43)$$

$$17 \leq 32 \leq 60 + \frac{1}{2} \hfill (4.44)$$

Regarding to the timing constraint, as an example, we present the response time analysis for message stream $S_{10}$ (depth 3). For this work, we assume that message streams with the
same period of the message $S_{10}$ are considered for the set of the highest priority message streams. Thus, for depth 3 ($CH_5$), the set of higher priority message streams is composed only of message stream $S_9$. Thus, we have:

$$\Theta_{10}^1(CH_5) = \frac{1}{2} + \left\lfloor \frac{1}{2} \times 31 + \frac{1}{2} \right\rfloor = 1$$

(4.45)

For depth 2 ($CH_2$), the set of higher priority message streams is composed of message streams $S_3, S_4, S_7, S_8$ and $S_9$. Thus, we have:

$$\Theta_{10}^1(CH_2) = \frac{1}{2} + \left\lfloor \frac{3}{4} \times 28 + \frac{1}{2} \times 5 \right\rfloor = 3$$

(4.47)

Finally, applying Equation 4.27 for the bottom-up scheduling, we have:

$$R_{10} = 17 + \frac{1}{2} \times (32 - 1) + 1 + 3 + 6 = 58, 5$$

(4.53)
### 4.9 Simulation Assessment

Finally in this section, it is presented a simulation assessment of the allocation schemes proposed in this paper. The main objective is to analyse the network behaviour when applying the proposed allocation schemes and to compare it with the case of a cluster-tree network configured according to IEEE 802.15.4 standard.

For this simulation assessment, we have implemented a simulation model for cluster-tree networks using the Castalia Simulator [117]. Castalia\(^1\) is an open-source discrete event simulator for WSNs, Body Area Networks (BAN) and general low-power embedded networks, that was developed at National ICT Australia (NICTA) and is based on the OMNeT++ platform. Castalia has become a very popular simulator, widely used by researchers and developers to test their protocols using realistic wireless channel and radio models [87]. Castalia implements an advanced wireless channel model, based on empirically measured data. Also, the simulator provides radio models based on real low-power communication radios. Moreover, important features to simulate WSNs are available, such as: realistic node behaviour, node clock drift, and energy consumption models.

Castalia provides an IEEE 802.15.4 model. However, this model is quite limited. Basically, it only implements the CSMA-CA functionality and a beacon-enabled star topology, including an association procedure, direct data transfer mode, and GTS communication. Therefore, we developed a simulation model, which includes a series of multi-hop functionalities, such as: cluster-tree formation procedure, network scheduling, hierarchical addressing scheme, direct and indirect data communication, collision domain definition, data communication to the sink node (PAN coordinator), and the proposed superframe duration allocation schemes.

#### 4.9.1 Simulation Environment

For this simulation assessment, a communication environment was defined with size of 200 m × 200 m, composed of 201 sensor nodes (one PAN coordinator, plus 200 sensing nodes).

---

The PAN coordinator was located in position $5 \times 5$ m of the environment, while 200 sensing nodes were randomly deployed. The PAN coordinator node was deployed in the corner of the environment, in order to build deep cluster-tree networks. Figure 4.12 illustrates an example of the simulation environment used in this assessment.

![Figure 4.12: Configuration of environment with one PAN coordinator and 200 randomly deployed nodes.](image)

Regarding to the monitoring traffic, sensing nodes generate periodic message streams and send them to sink node. For the sake of simplification, we defined that each sensing node only generates one message stream and the PAN coordinator is the sink node for all monitoring traffic (it does not generate any traffic). Each sensing node generates 1,000 data messages and sends them to the PAN coordinator, following the rules defined by IEEE 802.15.4/ZigBee data communication. Thus, data messages are forwarded along the cluster-tree network according to the tree routing. Importantly, the cluster-heads do not perform any data aggregation or fusion mechanism, which implies that all monitoring traffic is forwarded towards the sink node. In order to generate different message loads for the cluster-heads, we define two different data rates for the set of message streams: a higher data rate (0.05 pkts/s – periodicity of 20 seconds), and a lower data rate (0.01 pkts/s – periodicity of 100 seconds).

The cluster-tree formation process is based on the IEEE 802.15.4/ZigBee standards. The PAN coordinator (defined as the depth 0 of the cluster-tree network) is responsible to trigger the formation process by building its own cluster and acting as cluster-head. We defined the maximum number of child nodes per cluster to be 6 (six) nodes. Within this context, for this simulation assessment, we have defined two cluster-tree formation procedures, in order to create two different simulation scenarios: an unconditioned cluster-tree formation (hereafter called unconditioned Scenario) and a conditioned cluster-tree formation (hereafter called conditioned Scenario).

In the first scenario (unconditioned formation), each CH (including the PAN coordinator) can select a maximum number of 2 (two) candidate child nodes to be cluster-heads. The
The selection of CH candidates is randomly performed. With this, the cluster-tree network can grow in any direction. Each CH candidate can build its own cluster, following the same rules. The data rates are randomly and evenly distributed along the sensing nodes in the network environment. In this case, we have a randomly distributed message load for the cluster-tree network. Figure 4.13 shows an example of the unconditioned Scenario. Figure 4.13(a) illustrates the data rates randomly distributed along the environment, while Figure 4.13(b) illustrates an example of the physical topology for the unconditioned Scenario.

In the second scenario (conditioned formation), we have equally divided the environment in two different load zones: a high load zone, and a low load zone. With this, the nodes located in the high load zone are configured with data rate of 0.05 pkts/s (higher data rate). In turn, nodes located in the low load zone are configured with data rate of 0.01 pkts/s (lower data rate).

Considering these two different load zones, the cluster-tree formation process is started by the PAN coordinator, which is responsible for building its own cluster. In order to build a conditioned cluster-tree network, PAN coordinator selects one CH candidate located in the high load zone and another candidate located in the low load zone. Following, each cluster-head can select a maximum number of 3 (three) CH candidates, that must also be located in the same load zone of their parent CHs. Therefore, we have a conditioned cluster-tree network, where one branch is built along the high load zone and the other branch is built along the low load zone. Figure 4.14 shows this conditioned Scenario. Figure 4.14(a) illustrates the two defined load zones in the environment (high and low load zones), while Figure 4.14(b) illustrates an example of the physical topology for the conditioned Scenario.

Table 4.3 summarises the main features of the unconditioned and conditioned Scenarios. The rationale behind these two scenarios is the following: the first scenario enables a direct comparison against the standard IEEE 802.15.4 configuration (unconditioned Scenario); the second scenario enables the comparison between both proportional allocation schemes (conditioned Scenario).

For this simulation assessment, we used the ZigBee-based hierarchical addressing scheme, in which each CH has its own sequential address block. Regarding to the cluster's
active period scheduling, we used a typical time division scheme. For the sake of simplification, for these experiments, we have used a bottom-up scheduling scheme, which prioritises the monitoring traffic (from leaf cluster-heads toward the PAN coordinator). Basically, the main difference between the bottom-up and top-down scheduling schemes is the protocol constraint, where the top-down scheme has more demanding beacon interval constraints than the bottom-up scheduling.

Regarding to some node’s features, we have adopted the CC2420\(^2\) radio model, which is compliant with the IEEE 802.15.4 standard. Furthermore, we adopted a linear energy model provided by Castalia and the initial energy for all nodes was set to 18.720 Joules (typical energy for two AA batteries). We also adopted the unit disc model as radio propagation model, where the range of the disk was defined to 55 m. For the interference model, we use a simple interference model provided by Castalia, where concurrent transmissions generate collisions at the receiver. Table 4.4 summarises the most important configuration and the main CSMA-CA parameters used in the simulations.

### 4.9.1.1 Performance Metrics

Basically, the aim of this simulation assessment is to apply different superframe allocation schemes and to evaluate the network behaviour according to well-defined metrics, both for

---

Table 4.4: Simulation Configuration.

<table>
<thead>
<tr>
<th>Definition</th>
<th>Standard Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Radio model</td>
<td>Chipcon CC2420</td>
</tr>
<tr>
<td>Initial energy (per node)</td>
<td>18.720 Joules</td>
</tr>
<tr>
<td>Simulation time (each experiment)</td>
<td>110.000 seconds</td>
</tr>
<tr>
<td>aBaseSlotDuration</td>
<td>60</td>
</tr>
<tr>
<td>aNumSuperframeSlots</td>
<td>16</td>
</tr>
<tr>
<td>aUnitBackoffPeriod</td>
<td>20</td>
</tr>
<tr>
<td>macMinBE</td>
<td>3</td>
</tr>
<tr>
<td>macMaxBE</td>
<td>5</td>
</tr>
<tr>
<td>macMaxCSMABackoffs</td>
<td>4</td>
</tr>
<tr>
<td>macMaxFrameRetries</td>
<td>3</td>
</tr>
</tbody>
</table>

the unconditioned and conditioned scenarios. For the sake of convenience, we used the following acronyms in the results, as follows:

- **Load-SDA**: *Proportional Superframe Duration Allocation* scheme based on the message load (Load-SDA). For this assessment, based on a series of performed simulation experiments, we have defined X value (Equation 4.29) to be 2 (two) messages, considering the main CSMA-CA parameters defined to their standard values ($SD_{min}$ corresponds to 15.36 milliseconds, assuming a network with bit rate of 250 kbps, frequency band of 2.4 GHz, and one symbol as 4 bits).

- **Nodes-SDA**: *Proportional Superframe Duration Allocation* scheme based on the number of nodes (Nodes-SDA). In this case, similar rules as defined for Load-SDA scheme were considered.

- **STD-SDA**: *Standard Superframe Duration Allocation* scheme. For this scheme, all clusters have the same Superframe Duration (SD) and Beacon Interval (BI). This scheme is completely static and does not consider any proportional mechanism or message priority, assigning the same BI and SD for all cluster-tree network. The BI value was defined following the same constraint imposed to the proposed allocation schemes, according to Equation 4.11. The SD value was defined as the upper average of the SOs (SuperframeOrder), as defined by the *Load-SDA* scheme for all clusters (respecting the constraint defined by Equation 4.5).

In order to analyse the network behaviour for the three different schemes, the following performance metrics were used:

- **Message Discard Rate**: percentage of discarded messages due to buffer overflows in the cluster-heads, considering the number of discarded messages vs. the number of messages that arrived to the cluster-head.

- **Message Loss Rate**: percentage of lost messages during the communication, considering the number of messages successfully received at the destination node and the number of messages generated by the source node (encompasses both discarded messages and the messages lost due to collisions).
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- **Average End-to-end Delay**: time interval between the data frame generation at the application layer of the source node and its reception at the application layer of sink node.

- **Energy Consumption**: average energy consumption of the overall network.

For each of defined allocation schemes, 10 different simulations were performed for each scenario (unconditioned and conditioned) with different sets of random variables. Therefore, the results presented along of the next subsection correspond to the average results obtained from this set of simulations.

4.9.2 Results and Discussion

Firstly, we present some information about the cluster-tree network formation for each of the defined scenarios. Table 4.5 shows the average number of generated clusters during the cluster-tree formation, the average maximum depth of the cluster-tree network, and the average number of children per cluster.

**Table 4.5: Information about the network formation.**

<table>
<thead>
<tr>
<th>Information</th>
<th>unconditioned Scenario</th>
<th>conditioned Scenario</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average number of clusters</td>
<td>45</td>
<td>47</td>
</tr>
<tr>
<td>Average maximum depth</td>
<td>9</td>
<td>8</td>
</tr>
<tr>
<td>Average number of children per cluster</td>
<td>4</td>
<td>4</td>
</tr>
</tbody>
</table>

The main target of the proposed proportional SDA schemes is to allocate adequate communication resources (superframe durations and buffer sizes) for the cluster-heads, avoiding problems as congestion and message discards due to buffer overflows. Therefore, the buffer behaviour is an important performance metric to evaluate the behaviour of the proposed allocation schemes. Table 4.6 shows the average buffer size (number of messages) of the cluster-heads for each depth of the cluster-tree.

**Table 4.6: Buffer size for cluster-heads (per depth).**

<table>
<thead>
<tr>
<th>Depths</th>
<th>Load-SDA</th>
<th>Nodes-SDA</th>
<th>STA-SDA</th>
<th>Load-SDA</th>
<th>Nodes-SDA</th>
<th>STA-SDA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Depth 1</td>
<td>98</td>
<td>98</td>
<td>200</td>
<td>98</td>
<td>98</td>
<td>200</td>
</tr>
<tr>
<td>Depth 2</td>
<td>47</td>
<td>47</td>
<td>200</td>
<td>39</td>
<td>39</td>
<td>200</td>
</tr>
<tr>
<td>Depth 3</td>
<td>24</td>
<td>24</td>
<td>200</td>
<td>19</td>
<td>19</td>
<td>200</td>
</tr>
<tr>
<td>Depth 4</td>
<td>20</td>
<td>20</td>
<td>200</td>
<td>15</td>
<td>15</td>
<td>200</td>
</tr>
<tr>
<td>Depth 5</td>
<td>17</td>
<td>17</td>
<td>200</td>
<td>12</td>
<td>12</td>
<td>200</td>
</tr>
<tr>
<td>Depth 6</td>
<td>12</td>
<td>12</td>
<td>200</td>
<td>9</td>
<td>9</td>
<td>200</td>
</tr>
<tr>
<td>Depth 7</td>
<td>7</td>
<td>7</td>
<td>200</td>
<td>6</td>
<td>6</td>
<td>200</td>
</tr>
<tr>
<td>Depth 8</td>
<td>5</td>
<td>5</td>
<td>200</td>
<td>6</td>
<td>6</td>
<td>200</td>
</tr>
<tr>
<td>Depth 9</td>
<td>5</td>
<td>5</td>
<td>200</td>
<td>7</td>
<td>7</td>
<td>200</td>
</tr>
<tr>
<td>Depth 10</td>
<td>2</td>
<td>2</td>
<td>200</td>
<td>4</td>
<td>4</td>
<td>200</td>
</tr>
</tbody>
</table>
Note that the proposed allocation schemes define buffer sizes for the cluster-heads that are proportional to the supported traffic (or the supported number of nodes), considering the defined buffer constraint (Equation 4.13). As STD-SDA scheme does not provide any mechanism to adequately define the buffer sizes, we have set the length of the CH internal buffers to the total number of sensing nodes.

Within this context, Figure 4.15 shows the average rate of discarded messages due to buffer overflows for the overall network, when applying the proposed allocation schemes for the defined scenarios.

![Figure 4.15: Average discard message rate due to buffer overflows: (a) Unconditioned Scenario; (b) Conditioned Scenario.](image)

It can be observed in Figure 4.15 that both proposed allocation schemes adequately work for both communication scenarios, considering the defined set of message streams. All CHs were able to forward their messages and no message was discarded due to buffer overflows. On the other hand, the STD-SDA scheme discarded 30-35% of the messages due to the allocation of inappropriate superframe durations and also due to the inability of the cluster-heads to temporarily store the accumulated messages in their internal buffers, despite the larger number of allocated buffer resources.

Considering that the STD-SDA scheme discards multiple messages, Figure 4.16 shows the average number of discarded messages as function of the CHs’ depth for this scheme. Note that, the number of discarded messages is higher for cluster-heads located in depth 1, followed of cluster-heads of depth 2, and so on. In fact, as all monitoring traffic is forwarded through the cluster-tree towards the PAN coordinator, the trend is that cluster-heads near the PAN coordinator will be more congested. This behaviour is observed for both the unconditioned and conditioned scenarios.

Figure 4.17 illustrates the total message loss rate (considering both collisions, and discards due to buffer overflows) for each of the defined allocation schemes. As it can be observed, the number of discarded messages due to buffer overflows strongly influences the number of lost messages, decreasing the number of successfully delivered messages. Comparing the results of both Figure 4.15 and 4.17, it is clear that, due to message collisions for the considered set of message streams, the message loss rate is around 21-22% for the three allocation schemes. The main reason for this high number of message losses is due to the (default) CSMA/CA parameters used for the simulation assessment. As previously shown [28, 111], the default parameter values used for $\text{macMinBE}$, $\text{macMaxBE}$ and $\text{CW}$ (Contention Window) can easily lead to a high number of message collisions, for a number of sensor devices as low as 6 devices per cluster-head.
With this set of simulations, we showed the importance of defining adequate active communication periods and buffer sizes for the cluster-heads. It can also be observed that the proposed allocation schemes have similar behaviour, showing that they significantly improve the network behaviour when compared to the standard allocation scheme.

Furthermore, we have also assessed the average end-to-end delay for the monitoring traffic, in order to evaluate the influence of the buffer size and superframe allocation schemes. Considering that the setting of beacon interval can directly influence the behaviour of the network (refer to Subsection 4.5.1), we have assessed the different possibilities for the BI adjustment and its impact upon the network behaviour (end-to-end message delays and energy consumption of the nodes).

Firstly, we have considered the case where the beacon interval is set to a value close to the shorter message period (longer beacon interval). Figure 4.18 shows the beacon interval and average sum of superframe durations defined for each of the allocation schemes.

Note that, as previously discussed in Section 4.8, the Load-SDA scheme generates a shorter sum of superframe durations than the Nodes-SDA scheme, by allocating well-adjusted superframe durations for cluster-heads. In turn, as the STD-SDA scheme allocates superframe duration based on the average of the SO parameter, the trend is that this scheme has a shorter sum of superframe durations, when compared with Load-SDA scheme (due the superframe duration being specified as a power of $2^{SO}$).

Within this context, Figure 4.19 shows the average end-to-end delays for a network with
longer Beacon Interval in both the unconditioned and conditioned scenarios. It can be observed that, the end-to-end delay for the STD-SDA scheme is remarkably higher than for both the Load-SDA and Nodes-SDA schemes. The main reason is that, for the STD-SDA scheme, messages are facing higher delays because they remain more time in the internal buffers of cluster-heads due to the network congestion. Therefore, messages need to wait more beacon intervals to be forwarded, increasing their end-to-end delays. In turn, as the proposed proportional allocation schemes define adequate communication periods and buffer sizes for the cluster-heads, the messages can flow along the routed tree until the sink node, and their end-to-end delays are smaller than the beacon interval, respecting the timing constraint. It can also be observed that the Load-SDA and Nodes-SDA schemes have a similar behaviour, showing that the active periods and buffer sizes are adequately assigned.

Although presenting similar results regarding to end-to-end delays, loss rates, and buffer overflows, the Load-SDA and Nodes-SDA schemes present different results in what concerns energy consumption. The energy consumption is mainly related to two factors: the time interval during which the nodes remain active, and the activities performed by them. This way, as the Nodes-SDA scheme assigns higher superframe durations than the Load-SDA scheme, active periods of the nodes are larger and, consequently, the nodes spend more energy. Figure 4.20 illustrates the average total energy consumption for the a network with longer Beacon Interval, considering both the unconditioned and conditioned schemes.

Note that, for both unconditioned and conditioned scenarios, the average energy
consumption for the Nodes-SDA scheme is larger than for the Load-SDA scheme. It is also important to highlight that the energy consumption of the STD-SDA scheme is proportional to the number of non-discarded message, and therefore there is a reduction of the energy consumption due to the large number of messages that is being discarded by buffer overflows.

We have also performed the same set of simulations, considering a network with shorter beacon interval. Figure 4.21 shows beacon interval and the average sum of superframe durations defined for each of the allocation schemes, considering a shorter beacon interval.

In this case, the adjustment of the beacon interval was performed just for the Load-SDA and STD-SDA allocation schemes. For the Nodes-SDA scheme, if the beacon interval (in terms of beacon order) is decreased, the protocol constraint is no longer respected. Figure 4.22 shows the average end-to-end delay for a network with a shorter BI, for both the unconditioned and conditioned scenarios.

As it can be observed, the end-to-end delay for both Load-SDA and STD-SDA schemes is smaller when considering the reduction of the beacon interval, based on the considerations presented in Subsection 4.5.1. In fact, a shorter beacon interval corresponds to shorter end-to-end delays. On the other hand, the energy consumption will increase, due to the higher activation rate of the sensor nodes. Figure 4.23 illustrates the average total energy consumption for the SDA schemes, considering both unconditioned and conditioned allocation schemes and a shorter beacon interval.
Note that, in spite of the higher activation rate of the sensor nodes, the average energy consumption for the Nodes-SDA and Load-SDA schemes is similar to the case with longer beacon interval (Figure 4.20). This behaviour highlights a problem that strongly influences the energy consumption. That is, the negative effect that a higher number of retransmissions due to the inadequate superframe duration allocation has upon the energy consumption of the overall network. Finally, it can be concluded that, for the case of shorter beacon intervals, the Load-SDA scheme has a better performance when compared to the Nodes-SDA and STD-SDA schemes (similar energy consumption, but shorter end-to-end delays).

Finally, in order to illustrate the difference between the Load-SDA and Nodes-SDA allocation schemes, Figure 4.24 illustrates the superframe duration configuration (in terms of superframe order, respecting the Equation 4.5) provided by the Load-SDA scheme, while Figure 4.25 illustrates the superframe duration configuration provided by the Nodes-SDA scheme for the same cluster-tree network, both for the conditioned scenario.

As it can be observed in Figure 4.24, the Load-SDA scheme allocates higher values of Superframe Order for the cluster-heads located in the high load zone, and lower values for the cluster-heads located in the low load zone. On the other hand, as it can be observed in Figure 4.25, the Nodes-SDA scheme allocates proportional values of Superframe Order for the cluster-heads of same depth, regardless of being located in a low load or a high load zone. Note that, as the Nodes-SDA scheme does not consider the load imposed by descendant nodes (it considers only the number of nodes), this allocation scheme may over-allocate higher
Figure 4.24: An example of Superframe Order (SO) configuration for all cluster-heads, using Load-SDA scheme (conditioned Scenario).

superframe durations for cluster-heads. Importantly, this behaviour was observed for all the simulation scenarios.

Table 4.7 presents the average superframe order values (per depth) defined by the Load-SDA and Nodes-SDA allocation schemes for both the high load and the low load zones of the conditioned cluster-tree.

Table 4.7: Average Superframe Order values (per depth) for both the high load and low load zones (conditioned Scenario).

<table>
<thead>
<tr>
<th>Depths</th>
<th>Load-SDA scheme</th>
<th>Nodes-SDA scheme</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>High Load Branch</td>
<td>Low Load Branch</td>
</tr>
<tr>
<td>Depth 1</td>
<td>6</td>
<td>4</td>
</tr>
<tr>
<td>Depth 2</td>
<td>4</td>
<td>2</td>
</tr>
<tr>
<td>Depth 3</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>Depth 4</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>Depth 5</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>Depth 6</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Depth 7</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>Depth 8</td>
<td>1</td>
<td>-</td>
</tr>
<tr>
<td>Depth 9</td>
<td>1</td>
<td>-</td>
</tr>
<tr>
<td>Depth 10</td>
<td>1</td>
<td>-</td>
</tr>
</tbody>
</table>

In general, the Nodes-SDA scheme allocates similar superframe durations (in terms of the superframe order parameter) for cluster-heads of same depth for both zones, showing that the difference of message loads does not interfere in its allocation mechanism. In turn, the Load-SDA scheme allocates highest superframe duration values for cluster-heads located in the high load zone, while that cluster-heads located in the low load zone receive lower superframe duration values.

Finally, we have conducted a set of experiments to evaluate the scalability of the proposed
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Figure 4.25: An example of Superframe Order (SO) configuration for all cluster-heads, using Nodes-SDA scheme (conditioned Scenario).

proportional SDA schemes, regarding the protocol constraint. For this, we used the unconditioned Scenario and increased the number of sensing nodes from 220 up to 380 nodes (with a step of 20 nodes). For each scenario, we have performed 10 simulations. Figure 4.26 shows the number of schedulable simulations for each of the proportional schemes, considering the different number of nodes.

Figure 4.26: Number of schedulable simulations for the Load-SDA and Nodes-SDA schemes, considering different number of sensing nodes.

As it can be observed, for the used data rate configuration, the effectiveness of the Load-SDA scheme is higher than the Nodes-SDA scheme, showing that the Load-SDA scheme has a better scalability than the Nodes-SDA scheme.

From this simulation assessment, it can be concluded that the proposed proportional SDA schemes can adequately allocate the required communication resources for the cluster-heads (active communication periods and buffer sizes), avoiding traditional problems that occur in
cluster-tree networks, such as: network congestion, high end-to-end communication delays and discarded messages due to buffer overflows. The Load-SDA scheme presents better performance for cluster-tree networks than the other schemes, but it requires the knowledge of both the network topology and the data traffic loads. For the case where the data traffic load is not known, the Nodes-SDA scheme can be applied, obtaining excellent results regarding the end-to-end communication delays, number of discarded messages and energy consumption, when compared with static superframe duration allocation schemes.

4.10 Conclusion

The IEEE 802.15.4/ZigBee cluster-tree topology is one of the most suitable topologies to build wide-scale wireless sensor networks. However, these standards do not define mechanisms to adequately allocate communication resources to the cluster-heads (active communication periods and buffer sizes), in order to avoid common problems such as: network congestion near the PAN coordinator, discarded messages due to buffer overflows and high end-to-end communication delays. In this paper, we present a set of boundary equations for IEEE 802.15.4/ZigBee cluster-tree networks (protocol, buffer and timing constraints), which provide a set of guidelines for the proper allocation of communication resources. Within this context, we propose the use of two different proportional Superframe Duration Allocation (SDA) schemes: Load-SDA and Nodes-SDA schemes. The main target of these allocation schemes is to define adequate active communication periods and buffer sizes for the cluster-heads of the cluster-tree network. The Load-SDA scheme considers the message load imposed by descendant nodes to allocate superframe durations for cluster-heads. In turn, the Nodes-SDA scheme considers only the number of descendant nodes of the cluster-heads.

Simulation results show that the use of adequate superframe duration allocations and buffer sizes can improve several communication metrics, such as reducing both the number of discarded messages due to buffer overflows and the end-to-end message communication delays. Thus, the proposed schemes can be used by network designers to build efficient cluster-tree networks in what concerns the definition of network parameters and the configuration of message streams.

4.10.1 Future Considerations

As future considerations, we intend to add new mechanisms for the allocation schemes, such as: a) configuration of CSMA-CA parameters to improve the message throughput, and b) aggregation or information fusion mechanisms in order to decrease the number of messages to be transferred in congested areas of the network.

Acronyms

Table 4.8 shows the list of symbols, parameters and variables used along this work.
### Table 4.8: List of symbols, parameters and variables.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>$a_{BaseSuperframeDuration}$</td>
</tr>
<tr>
<td>$\delta$</td>
<td>Enough time to transmit the message $M_{ik}^k$</td>
</tr>
<tr>
<td>$\eta$</td>
<td>Number of messages generated by the $S_i$ message streams located in the descendant below nodes of $CH_j$</td>
</tr>
<tr>
<td>$\gamma_i$</td>
<td>Initial delay for message stream $S_i$</td>
</tr>
<tr>
<td>$\sigma_i$</td>
<td>Time interval immediately lower than the transmission time for one message $M_{ik}^k$</td>
</tr>
<tr>
<td>$\Theta$</td>
<td>Interference imposed by highest priority message streams</td>
</tr>
<tr>
<td>$b$</td>
<td>Maximum number of backoffs</td>
</tr>
<tr>
<td>$CH_j$</td>
<td>Number of hierarchically descendant nodes below</td>
</tr>
<tr>
<td>$D$</td>
<td>Radio data rate</td>
</tr>
<tr>
<td>$i$</td>
<td>Index of Message Streams</td>
</tr>
<tr>
<td>$j$</td>
<td>Index of Cluster-head</td>
</tr>
<tr>
<td>$L_{ACK}$</td>
<td>ACK length</td>
</tr>
<tr>
<td>$L_{PACKET}$</td>
<td>Frame data length</td>
</tr>
<tr>
<td>$M_{ik}^k$</td>
<td>K-th message of Message Stream i generated by node $N_n$</td>
</tr>
<tr>
<td>$n$</td>
<td>Index of leaf nodes</td>
</tr>
<tr>
<td>$N$</td>
<td>Number of hierarchically descendant nodes below the specific cluster-head</td>
</tr>
<tr>
<td>$N_{nodes}$</td>
<td>Number of sensor nodes</td>
</tr>
<tr>
<td>$n_{CH}$</td>
<td>Number of child cluster-heads</td>
</tr>
<tr>
<td>$N_{CH}$</td>
<td>Number of cluster-heads</td>
</tr>
<tr>
<td>$n_l$</td>
<td>Number of leaf child nodes</td>
</tr>
<tr>
<td>$P_c$</td>
<td>Probability of a node to perform two consecutive CCA analysis</td>
</tr>
<tr>
<td>$P_{co}$</td>
<td>Collision probability of two nodes</td>
</tr>
<tr>
<td>$P_s$</td>
<td>Probability of a node to perform a CCA with the maximum backoff number</td>
</tr>
<tr>
<td>$q$</td>
<td>Probability that a node transmits a single data at any time of the CAP</td>
</tr>
<tr>
<td>$r$</td>
<td>Average backoff number</td>
</tr>
<tr>
<td>$R_i$</td>
<td>Worst-case response time for message stream $S_i$</td>
</tr>
<tr>
<td>$S$</td>
<td>Set of Message Streams</td>
</tr>
<tr>
<td>$S_{below}$</td>
<td>Set of message streams located in the descendant nodes of $CH_j$</td>
</tr>
<tr>
<td>$S_i$</td>
<td>Message Stream i</td>
</tr>
<tr>
<td>$T_{ACK}$</td>
<td>Acknowledgement transmission time</td>
</tr>
<tr>
<td>$T_{BO}$</td>
<td>Average backoff time</td>
</tr>
<tr>
<td>$T_{BOL}$</td>
<td>Backoff period length</td>
</tr>
<tr>
<td>$T_{BOT}$</td>
<td>Total backoff time</td>
</tr>
<tr>
<td>$T_{PACKET}$</td>
<td>Packet transmission time</td>
</tr>
<tr>
<td>$T_{radio_transition}$</td>
<td>Time duration that the radio takes to switch between the different operation modes</td>
</tr>
<tr>
<td>$T_{TXD}$</td>
<td>Total transmission time for a single data frame</td>
</tr>
<tr>
<td>$U$</td>
<td>Total Effective Utilisation</td>
</tr>
<tr>
<td>$W$</td>
<td>Local worst-case response time</td>
</tr>
<tr>
<td>$X$</td>
<td>Messages transferred during the minimum superframe duration</td>
</tr>
<tr>
<td>$Y$</td>
<td>Load imposed by all message streams hierarchically below the specific cluster-head</td>
</tr>
</tbody>
</table>
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Chapter 5

Alternative Path Communication in Wide-Scale Cluster-Tree Wireless Sensor Networks using Inactive Periods

This chapter presents a new alternative communication scheme, called Alternative-Route Definition (ARounD), that is able to support peer-to-peer message-stream communication in cluster-tree WSNs. This chapter is a reproduction of the following manuscript:


5.1 Abstract

The IEEE 802.15.4/ZigBee cluster-tree topology is being pointed out as a suitable topology to deploy wide-scale Wireless Sensor Networks (WSNs). However, one of its most relevant weaknesses is that all communication paths go through the PAN (Personal Area Network) coordinator, resulting in a potentially higher number of communication hops and higher network congestion. Within this context, this paper proposes the Alternative-Route Definition (ARounD) communication scheme. The underlying idea of the ARounD scheme is to setup alternative multihop communication paths between specific source and destination nodes, avoiding the congested cluster-tree paths. These alternative paths consider the shortest inter-cluster path between source and destination nodes, using a set of intermediate nodes to relay messages during their inactive periods in the cluster-tree network. Simulation results show that the ARounD communication scheme can significantly decrease the end-to-end communication delay of messages and the energy consumption of nodes, when compared to the use of the standard cluster-tree communication scheme. Moreover, the ARounD scheme is able to reduce the network congestion around the PAN coordinator, and therefore is also able to promote the reduction of the number of message drops due to queue overflow in the cluster-tree network.

5.2 Introduction

Wireless sensor networks (WSNs) are special ad hoc networks composed of a large number of low-cost, low-power, and low-rate wireless devices (i.e. sensor nodes) with capability for
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sensing and, occasionally, actuating upon the environment where they are deployed. WSNs can be used to support the implementation of multiple types of monitoring applications, such as: health, structural and environmental monitoring, home automation, vehicular systems, military applications, and many others [6, 10]. In addition, due to their specific characteristics such as: flexibility, mobility, autonomous and collaborative operation, WSNs can be deployed in hazardous or hostile environments, where the human presence or wired systems are unsuitable.

Recent advances in Micro-Electro-Mechanical systems [10], microprocessors and low power radio technologies [6] enable the availability of wireless sensor devices increasingly robust, with more storage and processing capabilities, and at a lower price. In this context, the implementation of WSN wide-scale applications with energy-efficient and time-sensitive requirements have become an attractive research topic.

The IEEE 802.15.4/ZigBee standards [21, 68] define a set of networking topologies commonly used in WSNs. The IEEE 802.15.4 defines PHYsical (PHY) and Medium Access Control (MAC) sublayers for Low-Rate Wireless Personal Area Network (LR-WPAN), focusing on short-range operation, low-data rate, energy-efficiency and low-cost implementations. The IEEE 802.15.4 standard basically defines two types of devices: a Full-Function Device (FFD) and a Reduced-Function Device (RFD). The FFD is capable of serving as a Personal Area Network (PAN) coordinator, a coordinator, or a simple device, while the RFD is only capable of serving as a simple device. A Wireless Personal Area Network (WPAN) is composed of multiple FFD and RFD devices, with a unique FFD acting as PAN coordinator.

IEEE 802.15.4 defines two types of topologies: star and peer-to-peer. In the star topology, all sensor nodes directly communicate with the PAN coordinator. Thus, the network range is limited by the transmission range of its nodes, which is an impairment for wide-scale deployments. The peer-to-peer topologies allow the implementation of complex network formations, such as mesh and cluster-tree topologies.

The mesh networking topology uses a decentralized communication paradigm, allowing multihop routing from any node to any neighbour node. Mesh topologies allow network flexibility and provide lower complexity, high routing redundancy and good scalability [25, 26]. However, due to lack of synchronisation mechanisms, this type of topology does not allow nodes to enter into low power mode to save energy [27, 28], bounding the network lifetime. Moreover, it introduces additional complexity to ensure end-to-end connectivity [26]. These characteristics are undesirable for typical WSN-based monitoring applications, where power consumption and lower complexity are crucial issues.

The cluster-tree hierarchical topology enables setting-up wide-scale deployments through a mesh of multiple neighbouring clusters. Therefore, cluster-tree topologies are preferable for setting-up wide-scale monitoring applications.

The IEEE 802.15.4 standard does not describe by itself the required mechanisms to deal with cluster-tree topologies. It has been complemented by the ZigBee specification [21] that defines both network and application layers. In the network layer, ZigBee defines a set of rules enabling the network formation, addressing, and routing, providing mechanisms to build cluster-tree networks. These mechanisms employ a hierarchical addressing scheme and use tree-based routing algorithms. This type of topology has the benefits of using the beacon mode, which allows synchronisation, collision-free time slots, and duty-cycle operation. However, it still has some relevant limitations in what concerns real-time aspects and
energy-efficiency [42, 43], beacon frame collisions [26, 49, 52, 54, 56] and congestion control [118]. Additionally, as all cluster-tree paths go through the PAN coordinator, communications are prone to higher delays whenever the coordinator is not the final destination of the message streams. Thus, the design of new communication approaches is desirable, in order to guarantee the requirements imposed by typical wide-scale WSN applications.

5.2.1 Objectives and Contributions

In this paper, we propose the Alternative-Route Definition (ARounD) communication scheme, that is able to deal with peer-to-peer communication in cluster-tree WSNs without relaying messages through the PAN coordinator (root node). The proposed scheme defines alternative communication paths able to support peer-to-peer message streams in a cluster-tree wireless sensor network. Such alternative paths are setup without interfering with the pre-defined cluster-tree communication. The underlying idea is to search for new inter-cluster mesh paths compatible with the previously defined beacon scheduling, using available border nodes of the clusters during their inactive periods. The target is to support source-to-destination message streams using these alternative paths, which may result in smaller end-to-end communication delays and smaller overall energy consumption, with the consequent increase of the network lifetime. We envisage the use of this communication scheme in real world applications such as precision agriculture and environmental monitoring applications, which are commonly deployed in wide-scale areas and handle a large number of message streams generated by a large number of nodes.

To the best of our knowledge, this is the first study that proposes the use of border nodes during their inactive periods to provide shortest communication paths, avoiding interferences with the previously scheduled cluster-tree communication. The main contributions of this paper can be summarized as follows:

- The definition of a new communication scheme for cluster-tree networks that avoids the use of default cluster-tree paths that go through congested areas of the network; instead, it defines alternative communication paths between source and destination nodes, allowing to save resources of the cluster-tree network. It can extend the cluster-tree network lifetime, because it saves energy from cluster-head nodes, which have a crucial role in keeping the network backbone working.

- The behaviour of the ARounD scheme has been assessed and verified through simulation, highlighting its advantages in what concerns the reduction of both end-to-end communication delays and energy consumption of the overall network.

5.2.2 Organisation of this paper

This paper is organized as follows: Section 5.3 provides the required background for the proposed ARounD scheme. Subsection 5.3.1 presents an overview of the IEEE 802.15.4/ZigBee cluster-tree topology and Subsection 5.3.2 presents the state-of-the-art on routing protocols for wireless sensor networks, highlighting applications for wide-scale
Section 5.4 presents the proposed ARounD communication scheme, that enables the support of peer-to-peer message streams in IEEE 802.15.4/ZigBee cluster-tree networks, highlighting its main algorithms and protocol mechanisms. Section 5.5 presents a simulation assessment of the proposed communication scheme. Finally, in Section 5.6, some conclusions and future considerations are presented.

5.3 Background

5.3.1 IEEE 802.15.4/ZigBee Cluster-tree Topology

The cluster-tree topology is a special case of a peer-to-peer network. In a cluster-tree topology, nodes/devices are grouped in clusters, coordinated by a FFD node called Cluster-Head (CH). The CH provides synchronisation mechanisms for its associated nodes and centralizes all intra-cluster communication. The cluster-tree network formation is initiated by the PAN coordinator, which acts as coordinator for the network, being responsible for all network management activities.

According to the IEEE 802.15.4 standard, the simplest case of a cluster-tree network is a single cluster (coordinated by the PAN coordinator). New nodes may be allowed to create their own clusters, increasing the coverage of the network. Within this context, several neighbouring clusters can be used to build wide-scale cluster-tree networks, where the coordinators are connected by parent-child relationships, forming a multicluster hierarchical network structure. Figure 5.1 shows an example of an IEEE 802.15.4 cluster-tree network.

Although considering cluster-tree networks, the IEEE 802.15.4 standard does not discuss network formation mechanisms. The ZigBee specification provides these mechanisms,
defining a hierarchical addressing scheme and the associated tree routing algorithm. In the ZigBee hierarchical addressing scheme, the network addresses are assigned based on address blocks. Thus, each cluster-head has its own block of sequential addresses, which are assigned to its child nodes. Based on this hierarchical addressing, ZigBee also provides a deterministic tree routing scheme. In this scheme, routing is based on the destination address. If the destination address is a descendant node, the packet is forwarded to the corresponding child node; otherwise, the packet is forwarded to the parent node.

In cluster-tree topologies, the network operates in a beacon-enabled mode. In this mode, communication exchanges are organized according to a structure called Superframe. A superframe is bounded by beacon frames periodically transmitted by the coordinators (cluster-heads). These beacon frames synchronise the associated nodes, identify the PAN and describe the superframe structure. Figure 5.2 illustrates the superframe structure.
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The superframe structure is described by the `macBeaconOrder` (BO) and `macSuperframeOrder` (SO) parameters, where Beacon Interval (BI) and the Superframe Duration (SD) are defined as follows:

\[
BI = aBaseSuperframeDuration \times 2^{BO}(\text{symbols}),
\]

\[
SD = aBaseSuperframeDuration \times 2^{SO}(\text{symbols}),
\]

where \(0 \leq SO \leq BO \leq 14\).

BI defines the interval at which the coordinator periodically transmits beacon frames. In turn, the SD parameter defines the length of the active portion of the superframe. The `aBaseSuperframeDuration` parameter defines the minimum duration of the superframe when SO is 0. The IEEE 802.15.4 standard defines this parameter with 960 symbols duration, which corresponds to 15.36 ms (assuming a network with bit rate of 250 kbps, frequency band of 2.4 GHz, and one symbol as 4 bits).

Each superframe is divided in two parts: the active and inactive periods. During the inactive period, the coordinator and associated nodes can enter in low power mode to save energy (sleep mode). During the active period, nodes can communicate with the coordinator. The active part (communication period) comprises two periods: Contention Access Period (CAP) and Contention-Free Period (CFP).

In the CAP period, if a device wishes to communicate, it will contend with other devices using a slotted Carrier Sense Multiple Access with Collision Avoidance (CSMA-CA) procedure.
to access the channel. The CFP is defined for applications that require low latency or specific bandwidth. In the CFP period, the coordinator allocates Guaranteed Time Slots (GTS) for specific nodes. In these slots, nodes can transmit data without contending for the channel access. The coordinator can allocate up to seven GTSs, and a GTS is allowed to occupy more than one slot period [68].

In the cluster-tree topology, a coordinator node (excluded the PAN coordinator) must keep a synchronisation between its own active period (acting as coordinator node) and the parent’s active period (acting as child node). Also, for each cluster, low duty cycles can be activated to save energy, setting a value of SO smaller than BO.

In cluster-tree networks, sending beacon frames without any special care on timing issues may result in collisions among beacons from neighbour clusters [26]. Thus, it is necessary to implement inter-cluster synchronisation mechanisms to avoid this problem. Two types of beacons collisions are possible: direct or indirect. In a direct beacon collision, two or more coordinators (in the transmission range of each other) transmit their beacon frames at the same time. In the indirect beacon frame collision, two or more coordinators are hidden-nodes from each other and send messages to an overlapped node [26].

This paper is focused on cluster-tree networks defined by the ZigBee specification [21], due to some specific features, such as: suitability to deploy wide-scale networks, energy-efficiency and time-sensitive message guarantees.

5.3.2 Related Work

In recent years, due to the high demand of applications based on wireless sensor networks, there have been a large number of works addressing cluster-tree WSNs. Multiple issues are being addressed, such as: network formation schemes, routing protocols, real-time requirements, reliability and availability issues, energy-efficiency, scalability, congestion control and beacon frame scheduling. Each of these issues have their own challenges and special considerations. Additionally, with the increased demand for wide-scale applications that need to operate with time-sensitive data and must be energy-efficient, the design of wide-scale WSNs is becoming more challenging due to the large number of constraints that need to be simultaneously satisfied.

The state-of-the-art indicates that the utilisation of hierarchical clustering protocols has some advantages over flat protocols for wide-scale applications with respect to scalability [48, 119, 120], energy-efficiency [26, 52, 53, 119, 120] and time-sensitive data operation [26, 49, 52, 53, 120, 121]. Therefore, several works have been published in the literature, encompassing clustering for WSNs, with different concerns. As an example, there are several surveys that summarize popular clustering protocols and analyse the strengths and weaknesses of available routing protocols based on different metrics [14, 30, 60, 61, 122, 123]. For example, the LEACH (Low Energy Adaptive Clustering Hierarchy) protocol [84] is one of the most cited hierarchical protocol in the literature, and has motivated the design of several other protocols. In LEACH, sensor nodes are grouped in clusters for sending data to their cluster-heads, which aggregate data and send it to the base station. In order to balance the energy consumption of the sensor nodes, this protocol randomly selects a set of different cluster-heads during each round. Also, Kumar et al. [119] proposed an Energy Efficient Heterogeneous Clustered Scheme (EEHC) based on the
LEACH protocol, considering the heterogeneity of network resources such as node energy. However, since it uses single-hop routing, the cluster-heads send directly data to the base station, which leads to an increase of energy consumption. Thus, this type of communication can be infeasible for wide-scale environments.

As the communication scheme proposed in this paper addresses setting up new communication paths in wide-scale cluster-tree networks, in order to support time-sensitive message streams, this state-of-the-art is focused on relevant approaches regarding cluster-tree formation, both its synchronisation and its congestion control and data communication support in wide-scale cluster-tree networks.

Within this context, Zhu et al. [124] proposed a tree-cluster-based data-gathering algorithm (TCBDGA) using a mobile sink to improve the non-uniform energy consumption of WSNs. The basic idea of this algorithm is to build a cluster-tree network considering characteristics of the nodes, such as their residual energy, distance to base station and number of neighbours. After this, the network is decomposed in several sub-trees and each sub-tree has its own collect node. The mobile sink is responsible to collect data from nodes. This algorithm is a location-aware based algorithm, which implies more energy consumption and complexity.

Choi and Lee [43] implemented a multihop GTS mechanism for IEEE 802.15.4 beacon-enabled networks. The aim of this work is to allocate GTS slots from the requesting nodes to the sink node along the cluster-to-cluster path. In turn, Felske et al. [99] proposed the GLHOVE approach for cluster-tree networks to maximize the number of received messages in the base station, prioritizing specific clusters of the network. GLHOVE comprises distributed algorithms to guarantee fairness (balanced message delivery per cluster) and, at the same time, to avoid congestion and improve the network lifetime. However, none of these approaches consider any message priority mechanism.

Khatiri et al. [125] and Kim et al. [46] proposed approaches to decrease the number of hops to reach the sink node using the neighbouring table defined in the ZigBee standard. The purpose is to reduce the routing costs, improving the energy consumption, network lifetime and end-to-end delays. In [125], each node keeps a neighbouring table with relevant information about the neighbouring nodes, such as: depth, link quality and device type. Thus, the algorithm defines the shortest path using three criteria: minimum hop count, minimum congestion and maximum link quality. Each criterion has its weight and the next hop (neighbour node) is selected based on a minimum cost function. In [46], the algorithm inspects the neighbouring table in order to find a node with a shortest tree path until the destination node and selects it as next hop. Although these algorithms define shortest paths until the sink node, they do not consider any information about network scheduling and how the data communication is performed.

Misic [58] presents a new approach that uses border nodes (slave-slave bridge) in order to interconnect neighbouring clusters. The slave-slave bridge nodes listen to the beacons generated by source and sink clusters. During the source cluster active period, the bridge node can receive data from the coordinator, and during the sink cluster active period, the bridge node delivers its data to the sink coordinator. Considering this approach, the cluster-tree path is not used. Although using bridge nodes to avoid the cluster-tree path, data is transmitted during the clusters’ active period, and therefore, end-to-end delays are still dependent of the cluster scheduling.

Also, Huang et al. [126] proposed an adoptive-parent-based framework for ZigBee networks, to increase the bandwidth between the source and sink nodes. For this, a specific
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Cluster-head can request bandwidth from neighbour cluster-heads (adoptive parents) during a given time period. However, even using additional paths to transmit message between source and sink nodes, these additional paths are cluster-tree paths and therefore the problem of a higher energy consumption of the cluster-heads still remains.

Regarding beacon frame scheduling, some relevant works have also been presented in [26, 49, 52–54, 127]. The key idea of these works is to schedule the clusters’ active period, considering the main constraints imposed by the message streams supported by the cluster-tree network.

Toscano and Lo Bello [49] and Abdeddaim et al. [127] follow a multichannel approach to avoid overlapping cluster collisions, while maintaining the cluster connectivity. In [49], the proposed approach schedules adjacent clusters in alternate timeslices, using different channels to avoid cross-channel interferences. Thus, while a coordinator schedules its superframe, its adjacent clusters can not schedule their owns. Therefore, collisions are avoided between neighbour clusters. Following this approach, a specific cluster is able to receive the parent's superframe in a given timeslice and schedule its superframe in an adjacent timeslice. The clusters are scheduled within a major cycle, which is cyclically repeated. In order to avoid inter-cluster collisions, a set composed of the PAN coordinator and all the clusters that can be reached in an even number of hops are scheduled in a given timeslice; then, all other clusters are scheduled in alternate timeslices. Abdeddaim et al. [127] proposed an IEEE 802.15.4-based cluster-tree formation protocol, named Multi-Channel Cluster Tree (MCCT), which uses multiplexed transmissions across different channels, in order to avoid beacon collisions. In addition, it uses a shared control channel for the cluster-tree construction and maintenance operations. Thus, a node only scans the control channel to request an association. The joining node defines its parent cluster-head based on the number of associated children. The cluster-head with lower number of children is selected. Thus, the association process occurs during the active period, using the channel of the specific cluster-head. These works use multi-channel approaches in order to avoid beacon collisions, which add overheads related to the channel’s maintenance and control.

Koubaa et al. [26] proposed the Time Division Beacon Frame Scheduling (TDBS) approach, which defines a Superframe Duration Scheduling (SDS) algorithm for cluster-tree networks. In this approach, superframe duration and beacon frames of a given cluster are scheduled in the inactive periods of its neighbour clusters to avoid inter-cluster interferences. The schedulability condition of the SDS is both necessary and sufficient, and is obtained considering the duty cycle information of nodes [49].

The TDBS approach defines minor and major cycles to schedule a cluster set with different superframe durations and beacon intervals. All clusters are organized within the defined major cycle, based on the Least Common Multiple (LCM) of the beacon periodicities for all the clusters. The major cycle is divided in minor cycles, which are used to sequentially fit all the clusters. In this approach, clusters are organized in an increasing order of beacon periodicities. To break ties, these clusters are organized in a decreasing order of superframe durations. Clusters are organized sequentially within the minor cycles, until reaching the end of the major cycle. TDBS defines the start time for all the clusters in a collision-free scheduling scheme. However, it does not consider any message stream prioritisation and therefore may not be adequate to support time-sensitive applications.

Hanzalek and Jurcik [52] present a Time-Division Cluster Scheduling (TDACS) mechanism to avoid inter-cluster collisions and to meet all end-to-end deadlines of time-bounded
message streams. This mechanism employs a pure time-division scheduling approach, avoiding the inter-cluster collision problem. Besides, it aims to define the maximum TDCS period (major cycle) in order to minimize the energy consumption of the nodes. This is a challenging task because it is necessary to consider the message stream requirements, meeting all their end-to-end deadlines. To solve this problem, the authors formulate the TCDS approach as a cyclic extension of the Resource Constrained Project Scheduling with Temporal Constraints (RCPS/TC), which defines a feasible schedule considering the temporal and resource constraints of a set of tasks. After modelling this problem, they use an integer linear programming algorithm to solve the scheduling problem.

The main weakness of TDBS and TDCS approaches is the off-line scheduling performed during the setup of the network, assuming static network conditions. Thus, Severino et al. [53] presented an interesting approach to modify the scheduling at run-time, in order to provide QoS (Quality of Service) to message streams. Basically, they proposed the use of two different techniques: Dynamic Cluster Re-ordering (DCR) and Dynamic Bandwidth Re-allocation (DBR). The DCR technique is used to re-order at run-time the cluster scheduling. The clusters involved in the data streams are re-ordered, in order to minimize the traffic latency. This re-scheduling is performed based on the priority of the data streams, in order to decrease the end-to-end delays. In turn, the DBR technique is used to change the superframe duration of the clusters, increasing the bandwidth of the clusters involved in the message stream. This technique uses the free space (not used to allocate clusters) and distributes it among the involved clusters. If there is no available free space, it tries to reduce the bandwidth of the non-involved clusters, in order to re-distribute it among the involved clusters. Unfortunately, this communication approach only considers the use of cluster-tree paths.

Differently of the TDBS and TDCS approaches, Yeh and Pan [54] proposed an efficient beacon scheduling to support low-latency upstream and downstream traffic. The authors formulate the Low-latency Two-way Beacon Scheduling (LTBS) problem for ZigBee networks. In this problem, the nodes try to get slots for upstream and downstream traffic, while avoiding interferences from other clusters. LTBS modifies the IEEE 802.15.4 original superframe structure, in order to allow each cluster-head to broadcast two beacons: one for upstream direction and another for downstream direction. The authors propose two algorithms (centralized and distributed) to assign interference-free upstream and downstream slots to reduce the network latency. Basically, the difference between the centralized and distributed approaches is the sequencing order. The centralized algorithm assigns slots using a bottom-up approach. On the other hand, the distributed algorithm assigns slots using a top-down approach. This proposal minimizes the network latency without considering any message stream prioritisation.

Although improving the performance of cluster-tree networks, the proposed communication schemes do not address the definition of new communication paths and are limited to the cluster-tree routing and its inherent problems, such as: network congestion near the PAN coordinator, poor bandwidth allocation to the different clusters, and higher energy consumption of crucial nodes.
5.4 Alternative Paths for Message Streams in Cluster-Tree WSNs

In this paper, we propose a new communication scheme for IEEE 802.15.4/ZigBee-based cluster-tree wireless sensor networks, called Alternative-Route Definition (ARounD). The underlying idea is to define alternative communication paths that avoid congested areas of the network to support peer-to-peer message streams. These alternative communication paths avoid interferences with the previously defined cluster-tree paths, by carefully selecting the timing instants when messages are transferred. The proposed scheme is well suited to support wide-scale applications requiring the support of some peer-to-peer message streams with high bandwidth requirements.

The use of ARounD communication scheme can improve several performance metrics of cluster-tree networks. Firstly, by defining alternative communication paths, the ARounD scheme may decrease network congestion around the PAN coordinator and also the energy consumption of the overall network. Secondly, by selecting shortest inter-cluster paths, ARounD can potentially decrease end-to-end communication delays of message streams. Lastly, ARounD may also guarantee a minimum level of Quality-of-Service (QoS) for peer-to-peer message streams, as the involved nodes will access the medium without contention.

In order to establish the new source-to-destination paths, the ARounD communication scheme adds new functionalities for specific cluster-tree nodes and defines two main algorithms: Alternative-Path Definition (ARounD-Def) and the Alternative-Path Activation (ARounD-Act). In the next subsections, we describe both the network model and the ARounD communication algorithms.

5.4.1 Network Model

Assume a set of sensor nodes randomly deployed in a wide-scale environment. These nodes are organized into clusters according to the IEEE 802.15.4/ZigBee cluster-tree topology [21, 68]. For the sake of simplicity, assume that this set of clusters is static and the network topology does not change along the network lifetime (there are no mobile nodes). Thus, the network is composed of $N$ coordinator nodes (including the PAN coordinator), that act as Cluster-Heads (CHs) of their clusters and periodically send beacon frames to synchronise their child nodes, such that:

$$ CH_i = (SD_i, BI_i), \quad 1 \leq i \leq N, $$

(5.3)

where $i$ is a unique identifier for the specific cluster, $SD_i$ corresponds to the Superframe Duration and $BI_i$ is the Beacon Interval of the cluster-head $CH_i$. We assume that values for BO and SO are defined according to the load supported by each of the branches of the cluster-tree, in order to have a balanced service for the supported message streams. We also assume that the cluster’s active periods were previously scheduled, considering a classical time division superframe scheduling approach, as the one proposed by [26]. Therefore, there are no beacon frame collisions caused by overlapping clusters. Importantly, for each node is assigned a hierarchical global address and all nodes operate over the same communication channel.
Figure 5.3 (real simulation) illustrates an example of this random cluster-tree network. The PAN coordinator is located in the centre of the wide-scale communication environment and it is denoted in the figure simply as PAN. The dot marks represent leaf nodes and the asterisk marks represent cluster-head nodes.

Figure 5.3: Cluster-tree network obtained from simulations.

Figure 5.4 shows a typical time division superframe scheduling scheme. As can be seen, the cluster’s active periods are organized along the time, in order to avoid interferences. Thus, during the active period of their clusters, sensor nodes can communicate with their coordinators (cluster-heads) and vice-versa. During the inactive periods, sensor nodes can sleep to save energy.

Figure 5.4: Cluster’s active period scheduling along the time.

Figure 5.5 shows the duty cycle for the specific cluster 3, considering a cluster-tree time division superframe scheduling. Note that the active period of cluster 3 starts at instant offset 3, where all of its sensor nodes wake up to sense the environment and to communicate. During the remaining inactive period, these nodes can sleep to save energy.

Figure 5.5: Duty cycle for the specific cluster 3, showing its active and inactive periods.

According to the cluster-tree communication algorithm, any message will be routed following the tree-based path, i.e., data packets will have paths defined by parent-child
relationships. Thus, all communications will go towards the PAN coordinator node, which results in higher energy waste, higher number of hops along the path, and higher delays [46, 99].

The proposed ARounD communication scheme uses two algorithms (Alternative-Path Definition and Alternative-Path Activation algorithms) to establish an alternative path for a known message stream. Importantly, these two algorithms are performed by the PAN coordinator and use available resources during the inactive periods of the cluster-tree network. In the next subsections, we detail these two communication algorithms and the related ARounD structures.

5.4.2 Alternative-Path Definition Algorithm

The Alternative-Path Definition (ARounD-def) algorithm is performed by the PAN coordinator to find an alternative path for a given message stream. This way, after receiving a source-to-destination communication request, instead of considering the tree path, the PAN coordinator uses the available sensor nodes to define a shortest inter-cluster path between the source and destination nodes. This shortest inter-cluster path is related to the smaller number of overlapping clusters that the message stream should traverse from the source to the destination. Currently, the number of clusters is being used, but other metrics could be also used to define the shortest path, e.g. link quality, bandwidth or energy capacity.

Consider an example of a cluster-tree network, where the pair source-destination is located in specific positions in the communication environment as shown in Figure 5.6.

![Figure 5.6: Standard cluster-tree path between the source and destination nodes.](image)

Figure 5.6 illustrates the cluster-tree path between the source and destination nodes, where the message stream is required to go through the PAN coordinator along the tree path till the destination node. Along this path, each node must wait for the active period of their parent cluster, in order to communicate toward the cluster-head and send the data packets.
According to this forwarding strategy, a message stream may experience high end-to-end delays, which are highly dependent on the beacon scheduling strategy (favouring bottom-up or top-down traffic, but not both) and of the network congestion behaviour near the PAN coordinator.

Instead, the ARounD communication scheme defines a different path, exploiting overlapping clusters, and building a shorter inter-cluster path between source and destination nodes. Figure 5.7 illustrates an ARounD path for the same example. Note that the defined path also traverses some clusters but does not necessarily use the same cluster-head nodes to relay data packets from source to destination nodes.

Figure 5.7: Alternative ARounD path between the source and destination nodes.

The ARounD communication scheme defines a set of special nodes: the ARounD Repeater Nodes (RP). This type of nodes are responsible for relaying data frames among overlapping clusters along an ARounD path, acting as border nodes between clusters. An RP node is a full function device that sits in the transmission range of two or more clusters, independently of its functionality in the cluster-tree.

In order to represent the repeater nodes and define the collision domain of the cluster-tree network, we use an adjacency list, which is a structure of linked lists used to represent finite graphs. Thus, considering a cluster-tree network with $N$ cluster-heads, the ARounD scheme defines an adjacency list $C = |V(i)|$, for $1 \leq i \leq N$, where $V(i)$ corresponds to a linked list of all neighbour clusters, being the cluster coordinated by $CH_i$. Based on the adjacency list $C$, we defines a list of edges $E = |RP_{i,j}|$, where $RP_{i,j}$ corresponds to a list of repeater nodes between clusters $CH_i$ and $CH_j$ (for $1 \leq j \leq N$). Importantly, both the adjacency list and the RP nodes are defined during the formation phase of the cluster-tree network through message exchanges.

The first step of the ARounD-def algorithm (lines 2-5 in Algorithm 3) is to use adjacency lists to obtain an inter-cluster graph. Based on this graph, it has all possible inter-cluster paths from a source node to a destination node. With this, the PAN coordinator defines the shortest
inter-cluster path between the pair of source and destination nodes, according to a shortest path algorithm (e.g. the Dijkstra’s algorithm [128]).

**Algorithm 3: Alternative-Path Definition (ARounD-def) Algorithm.**

```plaintext
input : Adjacency List C;
        MStream_m; [SRC_m, DEST_m];
output: RPnodes = set of Repeater nodes;
1 // First Step: to define the shortest inter-cluster path
2 Cluster_src = get_Cluster(SRC_m); // Get the cluster ID of the source node
3 Cluster_dest = get_Cluster(DEST_m); // Get the cluster ID of the destination node
4 ARounD_Path_m = Dijkstra_Algorithm(C, Cluster_src, Cluster_dest);
5 cluster2cluster_m = set of pairs of ARounD clusters for ARounD_Path_m;
6 // Second Step: to select the repeater nodes
7 for (each pair [Cluster_i, Cluster_j] ∈ cluster2cluster_m) do
8      if (leaf_RP(Cluster_i, Cluster_j) ≠ ∅) then
9          RPnodes_{i,j} = selectRP(leaf_RP(Cluster_i, Cluster_j));
10     else
11          RPnodes_{i,j} = selectRP(cluster-head_RP(Cluster_i, Cluster_j))
12 return RPnodes;
```

After defining the shortest inter-cluster path (ARounD path), the next step is to select the repeater nodes that will relay data packets along this path. In order to structure and optimise this selection, we decompose this path (set of clusters) as a sequence of pairs of clusters (called pairs of ARounD clusters, lines 4 and 5 in Algorithm 3). For each pair of clusters, the selected repeater nodes are responsible for relaying data frames from the initial cluster to the next cluster. Figure 5.8 illustrates the selection of repeater nodes for the pairs of ARounD clusters. As it can be seen in Figure, the ARounD-def algorithm selects a specific repeater node for the first pair of clusters. Following the ARounD path, the algorithm selects repeater nodes for the second pair of clusters and, finally, the destination node is reached.

![Figure 5.8: Applying the ARounD-def Algorithm: (a) Selecting repeater nodes for the first pair of clusters; (b) Selecting repeater nodes for the second pair of clusters.](image-url)
The selection process of repeater nodes uses an optimisation algorithm (lines 7-11 in Algorithm 3). ARounD keeps two lists of repeater nodes for each pair of clusters: list of leaf RPs, which contains RP nodes that act as leaf nodes in the cluster-tree network; and a list of cluster-head RPs, with RP nodes that act as cluster-heads. As long as we are dealing with full function devices, both type of RP nodes can act as repeater nodes during the ARounD communication. The ARounD scheme firstly inspects the list of leaf RPs, to save energy of cluster-heads that are responsible to keep the cluster-tree topology. When there are no available leaf RPs, the algorithm selects a cluster-head node to act as RP node in the ARounD path. The selectRP function (lines 9 and 11 in Algorithm 3) implements the mechanisms to select an RP node among the available RP nodes in each list. In this work, the selectRP function randomly selects a repeater node. However, other RP selection policies can be defined to implement this function, considering a specific selection criteria such as: remaining energy and physical position (location-aware protocols) [129, 130].

After selecting the repeater nodes for each pair of ARounD clusters, the next step performed by the PAN coordinator is to define their activation times using the Alternative-Path Activation algorithm.

5.4.3 Alternative-Path Activation Algorithm

The Alternative-Path Activation (ARounD-act) algorithm defines the activation instants for the selected RP nodes, and is also performed by the PAN coordinator. The activation instant of an RP node is a crucial issue. Due to the current cluster-tree communication, the ARounD communication must be adequately scheduled; otherwise, it can generate collisions and interferences with the cluster-tree communication, which would cause serious problems for the cluster-tree network, such as loss of synchronisation, loss of messages, or partitioning of the network. To prevent these problems, the ARounD communication scheme activates the RP nodes during their inactive periods and only when there is no activity in the neighbourhood.

We define the ARounD Activity Period as the period during which an RP node can be activated and perform ARounD communication without interfering with the cluster-tree communication. The definition of the activity period is based on two considerations: 1) inactive period of this specific node in the cluster-tree, and; 2) active periods of the one-collision clusters (neighbours) of this node (considering its collision domain). Within this context, we define two types of ARounD activity periods, as follows:

- **Global ARounD Activity Period** (GAP): period during which there are no active clusters in the cluster-tree network;
- **Local ARounD Activity Period** (LAP): period during which there are no active clusters in the neighbourhood of the RP node.

The GAP period means that all the nodes in the cluster-tree are inactive. Considering that the beacon interval ($BI$) must be large enough to ensure that all superframe durations ($SD_i$) can be scheduled and that there is also some available spare time during $BI$, the GAP period is defined based on the following protocol constraint:

$$BI = GAP + \sum_{i=1}^{N} SD_i,$$  \hspace{1cm} (5.4)
Therefore, the GAP period is defined as the time period within the beacon interval during which no cluster is active in the cluster-tree network. Thus, during the GAP period, any RP node can be activated without generating any interference with the cluster-tree network.

In turn, the LAP period means that it may exist some active clusters in the cluster-tree network, but that those clusters are not in the neighbourhood of the RP node. Therefore, a special care must be taken of when activating RP nodes, as these nodes may generate interferences with the cluster-tree network. Unlike the GAP period, which is the same for all RP nodes, the LAP period is dependent of the clusters in the neighbourhood of the RP nodes. For this reason, considering the ARounD path and the RP nodes, the ARounD-act algorithm avoids the active periods of the clusters and of their neighbours in the cluster-tree network. In this way, an RP node that becomes active to perform the ARounD communication does not generate interferences with the remaining clusters that are active in the cluster-tree network.

Thus, considering both the cluster-tree scheduling and the nodes that belong to the ARounD path (source, destination and RP nodes), the target of the ARounD-act algorithm is to define the activation instants for each of these nodes. For each ARounD node it will be defined a transmission time (ARounD Tx time) and a reception time (ARounD Rx Time), except for the source and destination nodes that will only have, respectively, a defined transmission time and reception time.

When the ARounD-act algorithm (Algorithm 4) is launched, the PAN coordinator starts exploring the clusters’ active period scheduling (line 3 in Algorithm 4), in order to search the first ARounD activity period (GAP or LAP, but preferably GAP) that is larger or equal to the required period to allocate to the source node (as transmission node) and to the next RP node (as reception node) of the ARounD path. After, the algorithm searches for other activity period for this same RP node (now, as transmission node) and to the next RP node (as reception node). This procedure is recursively performed until reaching the destination node (lines 2-14 in Algorithm 4). Whenever the ARounD-act algorithm is not able to find any existing ARounD activity periods to allocate to all RP nodes (lines 13 and 14 in Algorithm 4), the algorithm fails and the next higher layer is notified. Case all RP nodes are successfully allocated, the ARounD-act algorithm defines a set of ARounD_Offsets, which correspond to the activation time for each RP node (lines 5-7 and 15 in Algorithm 4). As a consequence, each RP node will be awake at its respective ARounD_Offset time to perform the ARounD communication. This communication is then performed without contention, node-to-node, from the source node until reaching the destination node.

In order to reduce the configuration overhead, the ARounD path is automatically maintained during a time defined during the configuration phase. After this period, the ARounD path must be terminated, unless a new request for message stream communication is performed.

### 5.4.4 ARounD Protocol Mechanisms

In this subsection, we present a set of protocol mechanisms that are required to establish the ARounD communication. After running the ARounD-def and ARounD-act algorithms, the PAN coordinator configures and synchronises all the involved nodes (ARounD negotiation phase). All these steps can be implemented without modifying the IEEE 802.15.4 standard. In fact, all ARounD protocol mechanisms use standard MAC command frames (direct and indirect communication).
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Algorithm 4: Alternative-Path Activation (ARounD-act) Algorithm.

```
Algorithm 4: Alternative-Path Activation (ARounD-act) Algorithm.

input: MStream_m: [SRC_m, DEST_m];
ARounD_Path_m; // Shortest inter-cluster path
cluster2cluster_m; // Set of pairs of ARounD clusters for ARounD_Path_m
RPnodes; // Set of Repeater nodes
Scheduling; // Set of cluster IDs of the cluster-tree scheduling

output: ARounD_Offsets; // Set of Offsets for repeater nodes

1 Base = Scheduling(initial); // Receive the ID of the first scheduled cluster
2 for (each pair [RP_i → RP_j] ∈ RPnodes) do
3   while (Base < Scheduling(end)) do
4     if (get_Cluster(RP_i) and get_Cluster(RP_j) are not overlapping with Base) then
5       ARounD_Offsets_i,j = get_Offset(Base);
6       RP_i(SENT) = get_Offset(Base);
7       RP_j(RECEIVER) = get_Offset(Base);
8       Base++;
9       break;
10      else
11        Base++;
12     end
13   end
14 if (Base == Scheduling(end)) then
15   return (Not possible to allocate all repeater nodes);
16 return (ARounD_Offsets);
```

5.4.4.1 Synchronisation and Configuration of the involved nodes

The setup of a new ARounD communication path is triggered by the source node using an ARounD request command frame (ARounD req). The ARounD req frame is transmitted during the CAP period towards the PAN coordinator, using the communication mechanisms defined by the IEEE 802.15.4 standard. Figure 5.9 illustrates the format of this frame. The MAC header fields contain the frame control, sequence number and addressing field. The Addressing field contains the destination Cluster Identifier and destination address fields, which correspond to PAN coordinator. In turn, the source Cluster Identifier and source address fields correspond to the source node that is requesting the ARounD communication path. The 16-bit short address is used as addressing type. In order to identify the ARounD req frame, the value of the command frame identifier field is defined as 0x0a, which is not used by IEEE 802.15.4. The ARounD req payload identifies the cluster and address of the destination node.

Within this context, after receiving an ARounD req frame and performing the ARounD algorithms, the PAN coordinator uses an ARounD configuration command frame (ARounD conf) to implement the communication mechanisms required to establish/maintain/close an ARounD communication path. Figure 5.10 illustrates the format of this frame. The Addressing field contains the destination Cluster Identifier and destination address fields, which correspond to the RP node to be configured. In turn, the source Cluster Identifier and source address fields correspond to the PAN coordinator. In order to identify the ARounD conf frame, the value of the command frame identifier field is defined as 0x0b, which is not used by IEEE 802.15.4.
The **ARounD configuration payload** contains the configuration fields of the RP node specified in the addressing field. The **Alternative path identifier** field identifies the alternative path to be configured, which allows to set up to 32 message streams at the same time (reasonable amount for real WSN applications). The **ACK** field is set to 1 if the ARounD communication supports acknowledgements; otherwise, this field is set to 0. The **Tx** and **Rx** fields are set to 1 if the involved node is a receiver or/and transmitter, respectively; otherwise, these fields should be set to 0. Note that, if the **Rx** field is set to 1, the **Rx StartTime** field should be configured to the time (**MS_Offset**) when the node will wake up in receiver mode. In turn, if the **Tx** field is set to 1, the **Tx StartTime** field should be configured to the time (**MS_Offset**) when the node will wake up to send data (transmitter mode). In addition, the **Keep alive** field specifies the period (**seconds**) during which the alternative path should be kept active. The PAN coordinator will send the **ARounD conf** frames along the cluster coordinators until reaching all the involved nodes, using indirect communication mechanisms.

After receiving the **ARounD conf** frame, the involved node sends an acknowledgement frame to inform the PAN coordinator, using the **ARounD ack command** frame. Figure 5.11 illustrates the format of this frame. In order to identify the **ARounD ack** frame, it is used the value **0x0c** in the **command frame identifier** field, which is not used by the IEEE 802.15.4 standard. The **Addressing field**, **destination Cluster Identifier** and **destination address** fields correspond to the PAN coordinator. In turn, the **source Cluster Identifier** and **source address** fields correspond to the configured node. The 16-bit short address is used for addressing purposes.

The **ARounD ACK payload** field is composed of the **alternative path identify** field (5-bits) to identify the alternative path and the **ACK type** field to specify the **acknowledgement frame type**. Table 5.1 summarizes the **ACK frame** types used in the ARounD communication scheme.
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<table>
<thead>
<tr>
<th>Octets: 2</th>
<th>Command frame identifier (0x0c)</th>
<th>Frame check sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>MAC Payload</td>
<td>MAC footer</td>
</tr>
<tr>
<td>8</td>
<td>MAC Header</td>
<td>ARounD ack</td>
</tr>
<tr>
<td>2</td>
<td>ARounD ack Payload</td>
<td></td>
</tr>
</tbody>
</table>

Figure 5.11: Format of the ARounD acknowledgement command frame.

Table 5.1: ACK frame types for the ARounD communication scheme.

<table>
<thead>
<tr>
<th>Frame Type Value</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>000</td>
<td>ACK for an ARounD configuration frame</td>
</tr>
<tr>
<td>001</td>
<td>ACK for an ARounD closing frame</td>
</tr>
<tr>
<td>010</td>
<td>ACK for an ARounD hello frame</td>
</tr>
<tr>
<td>011-111</td>
<td>Reserved</td>
</tr>
</tbody>
</table>

After receiving all the acknowledgements from the involved nodes (source, destination and RP nodes), the PAN coordinator will authorise the start of the new ARounD communication using an ARounD authorisation command frame (ARounD auth). Whenever the PAN coordinator does not receive all the required acknowledgements, it will retry to configure the missing nodes for three times. If the configuration does not succeed after these three attempts, the ARounD path will not be created.

The ARounD auth frame is sent to the involved nodes using indirect communication mechanisms. Figure 5.12 illustrates the format of this frame. The value 0x0d is used for the command frame identifier field, which is not used by the standard. Similarly to the configuration procedure, the Addressing field contains the destination Cluster Identifier and destination address fields, which corresponds to the node to be authorized. In turn, the source Cluster Identifier and source address fields correspond to the PAN coordinator.

<table>
<thead>
<tr>
<th>Octets: 2</th>
<th>Command frame identifier (0x0d)</th>
<th>Frame check sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>MAC Payload</td>
<td>MAC footer</td>
</tr>
<tr>
<td>8</td>
<td>MAC Header</td>
<td>ARounD auth Payload</td>
</tr>
<tr>
<td>2</td>
<td>ARounD auth. Payload</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>ARounD auth Payload</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Frame check sequence</td>
<td></td>
</tr>
</tbody>
</table>

Figure 5.12: Format of the ARounD auth frame.

The ARounD auth payload field is composed of the alternative path identifier and start count fields. While the alternative path identifier field identifies the alternative path, the start count field defines the number of beacon intervals after which the new ARounD communication will start.
Figure 5.13 illustrates the message flow diagram for the ARounD negotiation phase. As it can be seen, the ARounD conf frame is propagated through the coordinators along the network using indirect communication and all the involved nodes will be configured with the ARounD parameters. These nodes save the necessary information and send acknowledgement frames towards the PAN coordinator. After receiving the acknowledgement frames from all involved nodes, the PAN coordinator will send an ARounD auth frame to authorise the start of this communication. After this, the new ARounD path will be launched at $B_{node} \times \text{Start} \_\text{Count} + MS \_\text{Offset}_{node}$ time.

5.4.4.2 Closing the ARounD Communication

As presented in the previous subsection, the ARounD communication is configured to work during a given time, which is specified by the keep alive field. Nevertheless, the ARounD communication also provides an explicit mechanism to close an on-going alternative path.

The ARounD communication closing mechanism is launched by the PAN coordinator, which sends an ARounD closing frame to all the involved nodes. Figure 5.14 illustrates the format of this frame. After receiving this frame, the involved nodes immediately finish the ARounD communication. Finally, each involved node sends to PAN coordinator an ARounD ack frame (ACK type field set to 001).

Figure 5.15 illustrates the message flow diagram for the communication closing mechanism, highlighting that every node sends an ack frame to the PAN coordinator to end the ARounD communication.
Finally, the ARounD communication also enables the PAN coordinator to verify if all the involved nodes are still alive, using an ARounD hello frame. Figure 5.16 illustrates the format of this frame. Note that the MAC payload is composed of the command frame identifier field only (with value set to 0x0f, which is not used by the IEEE 802.15.4), in order to identify this frame. The PAN coordinator may query a specific node to confirm if it is still alive. This node replies with an ARounD ack frame (ACK type field set to 010).
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In the previous sections, a set of communication mechanisms (ARounD) were proposed, enabling the setting-up of new communication paths upon a cluster-tree wireless sensor network. These new paths use available communication resources, without interfering with the current cluster-tree communication.

In this section, we present a simulation assessment of the proposed ARounD communication scheme. The rationale behind this assessment is to compare the behaviour of a specific message stream when its messages are transferred using the ARounD communication scheme, or using the standard cluster-tree routing scheme. We consider that the cluster-tree network is already been used to support a set of background message streams. That is, there is a set of sensor nodes sending periodic messages towards the PAN coordinator through the cluster-tree network.

For this simulation assessment, it was used the Castalia Simulator \[117\]. Castalia\(^1\) is an open-source discrete event simulator for wireless sensor networks (WSN), Body Area Networks (BAN) and general low-power embedded networks. It was developed at National ICT Australia (NICTA) and is based on the OMNeT++ platform widely used by researchers and developers to test their protocols using realistic wireless channel and radio models. According to \[87\], Castalia has become a very popular simulator as it was developed for research. Castalia implements an advanced wireless channel model based on empirically measured data. Also, the simulator provides radio models based on real low-power communication radios. Moreover, important features to simulate wireless sensor networks are available, such as: realistic node behaviour, node clock drift, and energy consumption models.

Castalia provides an IEEE 802.15.4 model. However, this model is quite limited. Basically, it only implements the CSMA-CA functionality and a beacon-enabled star topology, including an association procedure, direct data transfer mode, and GTS communication. Therefore, we developed the ARounD simulation model, which includes a series of functionalities, such as: cluster-tree formation procedure, network scheduling, hierarchical addressing scheme, direct and indirect data communication, collision domain definition, data communication to the sink node (PAN coordinator), the ARounD communication mechanisms and source-to-destination message streams using both cluster-tree and ARounD routing algorithms.

5.5.1 Simulation Environment

In order to assess the ARounD communication scheme, we defined a simulation environment with size to \(200 \text{ m} \times 200 \text{ m}\), containing 503 sensor nodes (one PAN coordinator, one pair of source and destination nodes, plus 500 general purpose nodes). In this assessment, we adopted the radio model CC2420\(^2\), which is compliant with IEEE 802.15.4. Moreover, a linear energy model provided by Castalia was used for simulations. The initial energy for all nodes

was set to 18720 Joules, which is the typical energy for two AA batteries. As radio propagation model, we adopted the unit disc model, where the range of the disk was defined to 55m. In addition, we used an interference model where concurrently transmissions generate collisions at the receiver.

For the nodes’ deployment, we set node 0 as the PAN coordinator and nodes 1 and 2 as the source and destination nodes for the peer-to-peer message stream, respectively. These nodes are statically deployed in the communication environment. The PAN coordinator is located in the central position of the field (100 m, 100 m). For nodes 1 and 2, we defined two different scenarios, in order to avoid biased assessments. Firstly, nodes 1 and 2 were deployed in positions (30 m, 30 m) and (170 m, 30 m), in adjacent quadrants (Scenario 1). This configuration was used to have a balanced deployment. Secondly, nodes 1 and 2 were deployed in positions (30 m, 30 m) and (170 m, 170 m), in opposite quadrants (Scenario 2). This configuration was used to configure a worst-case scenario, where the source and destination are geographically distant and the PAN coordinator is located between the two nodes, forcing the peer-to-peer communication through more congested areas of the network.

The other 500 general-purpose nodes were randomly deployed in the environment. Basically, five different physical topologies were generated for setting-up the position of these nodes, which were used for the assessment of the ARounD communication mechanisms. Thus, we have 10 different physical deployments: five physical topologies for Scenario 1 and five physical topologies for Scenario 2. For each of the generated physical topologies, 10 simulations were run with different sets of random variables. The results presented along this section correspond to the average of results obtained from these simulations. Note that, basically, the difference between the five physical topologies for the Scenario 1 and Scenario 2 is the position of the node 2. Figure 5.17 illustrates one of 5 physical topologies considering the source and destination nodes located in adjacent quadrants (Scenario 1), while Figure 5.18 illustrates one of 5 physical topologies considering the source and destination nodes located in opposite quadrants (Scenario 2).

The cluster-tree formation is based on the IEEE 802.15.4/ZigBee standard. The network formation is started by the PAN coordinator, which is responsible to build its own cluster and
acts as cluster-head. This cluster is the first of the cluster-tree network and corresponds to depth 0. For the addressing scheme, we used the ZigBee-based hierarchical addressing scheme, which allows a hierarchical tree routing according to address blocks.

For the clusters’ active period scheduling, we used a simple time division scheme. These periods are scheduled according to a top-down scheme, starting with the PAN coordinator. Then, the clusters of the next level are scheduled, and so on, until reaching the maximum depth of the tree. The PAN coordinator performs the cluster-tree scheduling and checks if the current cluster-tree configuration is schedulable.

Table 5.2 summarizes the most important configuration parameters used in the simulations and pointed out in this section.

5.5.1.1 Characterisation of Data Traffic

After finishing the cluster-tree network formation, sensor nodes start the data communication phase. In the simulations, two types of data communication were defined, as follows:

- **background data traffic**: 500 general-purpose sensor nodes sending periodic data towards the sink node (PAN coordinator).

- **source-to-destination data traffic**: a specific source node sending periodic data to a specific destination node.

In the simulations, both the PAN coordinator and the source and destination nodes do not generate any background data traffic. Thus, there are 500 sensor nodes generating background data traffic. Each sensor node generates a maximum of 1,000 data frames. Considering this setup, the background traffic load corresponds to a sequence of 500,000 data frames sent by 500 randomly located sensor nodes to the PAN coordinator (sink node). Importantly, the cluster-heads do not perform any data aggregation or data fusion technique,
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Table 5.2: Simulation configuration.

<table>
<thead>
<tr>
<th>Definition</th>
<th>Standard Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Environment size</td>
<td>$200,m \times 200,m$</td>
</tr>
<tr>
<td>Number of sensor nodes</td>
<td>503</td>
</tr>
<tr>
<td>Nodes sending Background Data</td>
<td>500</td>
</tr>
<tr>
<td>Radio model</td>
<td>Chipcon CC2420</td>
</tr>
<tr>
<td>Initial energy (per node)</td>
<td>18.720 Joules</td>
</tr>
<tr>
<td>Simulation time (each experiment)</td>
<td>85,000 seconds</td>
</tr>
<tr>
<td>Number of Background Data Frames (per node)</td>
<td>1,000</td>
</tr>
<tr>
<td>Background Data Rate</td>
<td>from 1 pkt/60s up to 1 pkt/40s</td>
</tr>
<tr>
<td>Number of Source-to-Destination Data Frames (Node 1)</td>
<td>10,000</td>
</tr>
<tr>
<td>Source-to-destination Data Rate</td>
<td>1 pkt/4s and 1 pkt/8s</td>
</tr>
<tr>
<td>physical Data Rate</td>
<td>250 kbps</td>
</tr>
<tr>
<td>aBaseSlotDuration</td>
<td>60</td>
</tr>
<tr>
<td>aNumSuperframeSlots</td>
<td>16</td>
</tr>
<tr>
<td>aUnitBackoffPeriod</td>
<td>20</td>
</tr>
<tr>
<td>BeaconOrder</td>
<td>9</td>
</tr>
<tr>
<td>superframeOrder</td>
<td>ranging from 0 to 4</td>
</tr>
<tr>
<td>macMaxCSMABackoffs</td>
<td>4</td>
</tr>
<tr>
<td>macMaxFrameRetries</td>
<td>2</td>
</tr>
</tbody>
</table>

which implies that all background traffic is forwarded towards the sink node. In future works, these techniques will be also implemented in the ARounD simulation model.

In order to select an adequate value for the background data rate, we performed a set of experiments to evaluate the average number of queued packets at the cluster-head nodes, using different background data rates. The intention was to create an active but not congested simulation environment. Figure 5.19 illustrates the average number of packets in the MAC buffers of the cluster-heads at different depths of the cluster-tree network (PAN coordinator corresponds to depth 0).

![Figure 5.19: Average number of queued data packets in MAC buffers.](image)

Note that, from a quite small data rate of 1 packet every 45 seconds, the number of queued packets in the buffers of the cluster-heads of depth 1 exponentially increases, meaning that
these cluster-heads will be quickly facing queue overflows. For a data rate of 1 packet every 15 seconds, the scenario is much worse, as it will result in a fully congested environment, where a huge number of data packets are automatically dropped by the network. Within this context, we selected for the background data traffic the following data rates: from 1 packet every 60 seconds up to 1 packet every 40 seconds, which may correspond to typical monitoring applications.

The source-to-destination data traffic is set for node 1, which sends 10,000 data frames to node 2 according to the following data rate configurations: 1 message every 4 seconds (1 pkt/4s) and 1 message every 8 seconds (1 pkt/8s). These are typical values that can be found for the transmission of video streams in wireless visual sensor networks [131]. This peer-to-peer message stream is started after a simulation time of 100 seconds.

5.5.1.2 Performance Metrics

The aim of this simulation assessment is to evaluate the behaviour of the ARounD communication scheme when compared to the use of cluster-tree routing and its impact over the background communication traffic. For the sake of convenience, we adopted the name Standard Approach for the cluster-tree routing and ARounD Approach for the ARounD communication routing. The following performance metrics were used for the analysis of the network behaviour:

- End-to-end Delay: time interval between the data frame generation at the application layer of the source node and its reception at the application layer of destination node.
- Packet Loss Rate: the percentage of packets lost during the communication, considering the number of data packets successfully received at the destination node and the number of packets generated by the source node.
- Energy Consumption: average energy consumption of the overall network.

5.5.2 Results and Discussion

Table 5.3 shows results from the network formation process for all the considered topologies (Scenarios 1 and 2), concerning the average number of generated clusters during the cluster-tree formation, the average maximum depth of the cluster-tree network and the average number of children per cluster. Importantly, all the communication environment was fully covered, meaning that all nodes were associated with a particular cluster-head (no orphan nodes).

Table 5.3: Information about the network formation.

<table>
<thead>
<tr>
<th>Information</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average number of clusters</td>
<td>59</td>
</tr>
<tr>
<td>Average maximum depth</td>
<td>5</td>
</tr>
<tr>
<td>Average number of children per cluster</td>
<td>8</td>
</tr>
</tbody>
</table>
Regarding the source-to-destination communication, Figure 5.20 presents some information about nodes 1 (source) and 2 (destination), and the source-to-destination message stream. Figure 5.20a shows the average depth for nodes 1 and 2 in the cluster-tree network for Scenarios 1 and 2. As it can be seen, nodes 1 and 2 are commonly located in a cluster of depth 3 in the cluster-tree topology for Scenario 1. Otherwise, nodes 1 and 2 are commonly located in a cluster of depth 4 in Scenario 2. In turn, Figure 5.20b shows the average number of hops from the source node to destination node for both Scenarios, when using the cluster-tree routing versus the ARounD path.

![Figure 5.20: Information about source-to-destination message stream, considering the scenarios 1 and 2: (a) Average depth of nodes 1 and 2; (b) Number of hops for the cluster-tree and ARounD paths.](image)

Note that, as expected in Scenario 1, the ARounD path is in average smaller than the cluster-tree path. This is basically due to the ARounD approach to select the shortest inter-cluster path between the source and destination nodes. For Scenario 2, the average difference between the cluster-tree and ARounD paths is smaller. In fact, this configuration can be considered as a worst-case scenario for the ARounD scheme, where the PAN coordinator is located between source and destination nodes. However, even though cluster-tree and ARounD paths are equivalent, the main advantage of ARounD is to prioritise leaf nodes to build the path, allowing to save energy of cluster-tree nodes. Figure 5.21 illustrates one of the physical topologies for Scenarios 1 and 2. Note that both ARounD paths are composed mostly of leaf nodes.

Although the ARounD paths are usually smaller than cluster-tree paths, the main target of these simulations is to evaluate the performance of the message stream using the ARounD scheme compared to the standard cluster-tree routing, regarding end-to-end delays and successfully received rate for the data messages.

Within this context, Figure 5.22 shows the average end-to-end delay of the source-to-destination message stream when using the ARounD mechanisms, when compared to the standard cluster-tree routing for simulation Scenario 1 (five physical topologies, under different background and source-to-destination traffic loads). The ARounD approach provides a smaller end-to-end delay compared to the IEEE 802.15.4 standard tree routing (Standard approach) for all background and source-to-destination data rates. This is due not just to the shortest inter-cluster path between the source and destination nodes; the main reason is that the path is scheduled during just one beacon interval. In turn, the standard cluster-tree approach spans over several beacon intervals to transmit data frames,
which increases the end-to-end delay of the messages. This is one of the major disadvantages of cluster-tree path scheduling, where either a top-down or a bottom-up approach is used for scheduling the traffic (but not both). It is well-known that bottom-up scheduling approaches favour traffic scheduling from sensors (source node) to the PAN coordinator (sink node), while top-down approaches favour the opposite traffic direction [53]. Moreover, the contention and transmission attempts of the CSMA-CA algorithm will also impact the end-to-end delay in more congested areas of the wide-scale cluster-tree (near the PAN coordinator) [99].

It can be also observed that, as the background data rate increases, the average end-to-end delay for the standard cluster-tree approach also increases. This is mainly due to the accumulation of queued data packets in the cluster-heads, causing further delays to the newly arriving packets. However, as the ARounD scheme defines an alternative path using RP nodes (which are mainly leaf nodes), the end-to-end delay for the source-to-destination traffic is just slightly affected. As it was expectable, the average end-to-end delay is highly dependent on the background traffic load for the standard cluster-tree approach, as the

Figure 5.22: End-to-end Delay for ARounD Approach vs. Standard Approach considering Scenario 1.
source-to-destination traffic is sharing the same MAC queues as the background traffic. On the other hand, in the ARounD scheme, as the source-to-destination traffic almost does not share RP nodes with the background traffic, the average end-to-end delay keeps constant for the different data rates.

Figure 5.23 shows the average end-to-end delay of the source-to-destination message stream when using the ARounD mechanisms, when compared to the standard cluster-tree routing for the simulation Scenario 2 (five physical topologies, under different background and source-to-destination traffic loads). Also, the ARounD approach provides a smaller end-to-end delay compared to the Standard approach for all background and source-to-destination data rates.

Figure 5.23: End-to-end Delay for ARounD Approach vs. Standard Approach considering Scenario 2.

Figure 5.24 illustrates the packet loss rate due to buffer overflows for the ARounD approach when compared to the standard approach for the Scenario 1, while Figure 5.25 illustrates the packet loss rate for the Scenario 2. It can be observed that the ARounD scheme successfully delivered all the source-to-destination messages, while the standard cluster-tree path is prone to a high number of packet losses due to network congestion issues. Additionally, as the ARounD communication scheme defines paths during the inactivity period of the clusters, it does not need to contend for the channel access, which avoids collisions and the resulting packet losses. Although providing the GTS mechanism to transmit time-sensitive packets without contention, the main weakness of this mechanism is its limited number of available slots. Note also that, similarly to the case of average end-to-end delay, the ARounD communication scheme is able to keep the same packet loss rate for the different source-to-destination data rates.

An important issue is also the assessment of the impact of the source-to-destination traffic over the background traffic, when compared to sending that traffic through the standard cluster-tree approach. For this, a set of simulations were performed considering only background data traffic, in order to capture its behaviour without the source-to-destination traffic. After, the behaviour of the background data traffic was analysed, considering the addition of source-to-destination data traffic for different background data rates. Figure 5.26 illustrates the results obtained from this assessment for Scenario 1, for both ARounD and Standard approaches. Basically, it can be observed that the source-to-destination traffic has a negligible impact over the background traffic. This is due to...
the considered non congested environment. However, increasing the graph scale, it can be observed that the Standard approach has an impact greater than that caused by the ARounD communication scheme. Note that when increasing the background traffic data rate, the source-to-destination traffic using the Standard approach has a visible impact over the background traffic, while the impact from the ARounD traffic keeps the negligible impact. In fact, as the standard approach also uses the cluster-tree path to transfer source-to-destination traffic, the cluster-tree network has more packets contending for the communication path, increasing the packet loss rate. The similar behaviour was also observed for Scenario 2.

It was also assessed the impact of source-to-destination data traffic upon the average end-to-end delay of background data traffic. As it can be seen in Figure 5.27, the ARounD communication traffic does not interfere with the background traffic. The main reason is that ARounD defines an alternative path to transmit source-to-destination traffic. Conversely, as the Standard approach uses the cluster-tree path to transmit its source-to-destination data traffic, the number of packets in the MAC buffers tends to increase, impacting the background traffic end-to-end delay. Also, the same behaviour was observed for Scenario 2.

Finally, the overall energy consumption of the network when using the proposed ARounD communication scheme was also assessed. For this, and differently to the previous simulation
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**Scenario 1: Impact of the source-to-destination traffic over the background traffic**

Figure 5.26: Impact of the source-to-destination traffic over the background traffic (Scenario 1).

---

**Scenario 1: Impact of the source-to-destination data traffic over the background data delay**

Figure 5.27: Impact of the source-to-destination data traffic (ARounD and the Cluster-tree approaches) over the background data traffic delay, considering the Scenario 1.

---

scenario, 20 different topologies were analysed, with the PAN coordinator deployed in the center and all other nodes randomly deployed (including nodes 1 and 2). The background traffic data rate was set to 1 pkt/50s, while source-to-destination traffic data rate was defined to 1 pkt/4s. In order to assess the overall energy consumption of the network, nodes were organized in the following groups: PAN coordinator, cluster-heads (CHs) and ordinary sensor nodes (Nodes). Figure 5.28 illustrates the overall energy consumption for both the ARounD and Standard communication schemes. It can be observed that the ARounD communication scheme saves energy for all node groups. For the PAN coordinator, the ARounD approach saves about 8.88% when compared to the Standard approach. For the cluster-heads, it saves about 8.44% of the energy consumption. Importantly, as the number of source-to-destination messages increases, the difference between the energy consumption of the node groups using the ARounD and Standard schemes can potentially be greater. Therefore, it can be stated that using the ARounD communication scheme will improve the energy consumption of the overall cluster-tree network and, therefore, it will increase its lifetime.
5.6 Conclusions

In this paper, we present the ARounD (Alternative-Route Definition) communication scheme, that enables the definition of alternative paths for peer-to-peer message streams in IEEE 802.15.4/ZigBee-based cluster-tree WSNs. The main target of this communication scheme is to define an alternative inter-cluster path using nodes during their inactive periods, in order to reduce the interference with the cluster-tree network traffic. As a consequence, the ARounD communication scheme avoids transferring messages through the underlying cluster-tree paths, being able to improve several network metrics such as: network congestion, overall energy consumption and end-to-end communication delays.

Simulations results highlight that the use of the ARounD communication scheme can significantly decrease the end-to-end communication delay for source-to-destination data traffic, because it defines the shortest inter-cluster path between source and destination nodes and it is able to schedule this path in just one beacon interval. Furthermore, as source-to-destination messages do not contend for the wireless channel access with other messages, it avoids additional delays and dropped packets due to collisions. It is also shown that the ARounD communication scheme has just a negligible impact upon the cluster-tree communication and can be used to support the transfer of messages, guaranteeing limited QoS requirements such as bandwidth and softly-bounded delays. Moreover, the proposed scheme saves energy for all node groups, which will potentially increase the lifetime of the cluster-tree network.

5.6.1 Future Considerations

As future considerations, other metrics will also be used to define alternative paths, such as link quality and energy capability. Besides, new functionalities will be also added to the ARounD simulation model, such as: new scheduling approaches and aggregation and data fusion mechanisms.
In this chapter, the major conclusions of the research work proposed in this Thesis and some directions for future works are presented.

6.1 Thesis Summary

This Thesis addresses some relevant research issues related to IEEE 802.15.4/ZigBee cluster-tree WSNs applied to wide-scale deployments. Basically, the research work presented in this Thesis focuses on the design of new efficient communication mechanisms to improve source-to-destination message stream communication in wide-scale cluster-tree WSNs.

Cluster-tree networks present a series of advantages to build wide-scale applications, mainly related to the beacon mode operation, such as: energy-efficiency and duty-cycle operation, timing synchronisation, collision-free communication, distributed network control and reduced network contention. Moreover, the continuous advances in MEMS, processing, storing and wireless radio technologies allow the design of low-power and low-cost sensor devices, enabling the deployment of cluster-tree networks with a large number of sensor nodes for wide-scale environments.

However, this type of topologies still presents several open research issues, that motivate the design of new approaches and protocols to efficiently deal with wide-scale cluster-tree networks and their main operation and communication mechanisms. We identified four research problems, as follows: cluster-tree network formation, beacon frame scheduling, network parameter configuration, and efficient and alternative communication schemes.
this Thesis, we have focused on providing new mechanisms to deal with network parameter configuration and alternative communication issues.

Several network parameters have direct impact upon the performance of IEEE 802.15.4 MAC protocol. This way, the defined values for these parameters may influence the network operation and the expected results. Moreover, these parameters are also related to several known problems in cluster-tree networks, such as: high end-to-end delays, congestion and discarded messages. Therefore, adequate configuration of these parameters may improve the network performance and avoid undesired network operation. In addition, for applications that impose stringent requirements, the definition of these parameters becomes a crucial design issue. These assumptions have motivated the design of new mechanisms to efficiently define the MAC communication parameters for wide-scale cluster-tree WSNs.

Besides that, cluster-tree networks assume a tree-based routing where all communication traffic follows the tree paths (parent-child relationships) toward the PAN coordinator. Despite its simplicity, this type of routing imposes a series of problems, such as: high number of hops along the path, higher end-to-end delays, higher energy consumption of crucial nodes and congestion, mainly near the PAN coordinator (commonly, the sink node). This way, the design of new mechanisms that enable the use of alternative paths is an attractive approach, that may avoid some of these problems and improve the network performance.

Within this context, this Thesis presents two new communication schemes for cluster-tree networks: Proportional Superframe Duration Allocation (SDA) schemes and Alternative-Route Definition (ARounD) communication scheme.

Additionally, the implementation of real-world wide-scale applications involves high cost and time resources, which motivate the use of other approaches to analyse and validate new designs. Thus, simulation approaches have become an attractive method to assess new implementations, before their real-world deployments. However, most part of available simulators do not provide the essential mechanisms to deal with wide-scale cluster-tree networks. For this reason, we propose a simulation model for building and testing the new cluster-tree communication schemes, as those proposed in this Thesis. Thus, Chapter 3 presents the CT-SIM simulation model for IEEE 802.15.4/ZigBee cluster-tree networks. This simulation model implements the main mechanisms for automatically building cluster-tree networks, such as: cluster-tree formation based on several network attributes, hierarchical addressing, beacon scheduling mechanisms, proportional superframe duration allocation schemes, direct and indirect data communication and different message streams models. The CT-SIM uses a modular structure and was developed upon Castalia Simulator, allowing researchers to implement and test new communication protocols.

In Chapter 4, we present the Proportional Superframe Duration Allocation (SDA) scheme. We firstly define a set of worst-case boundary equations to model the protocol and timing constraints imposed by cluster-tree networks. The protocol constraint considers the main requirements imposed by IEEE 802.15.4 MAC protocol. The timing constraint provides a boundary equation associated to worst-case response time for transferring data frames. With this, we have presented two proportional superframe duration schemes: Load-SDA and Nodes-SDA schemes. The Load-SDA scheme defines superframe durations, beacon intervals and buffer size values for each cluster-head, considering the message load imposed by its child nodes (including all descendant nodes). The underlying idea of the Load-SDA scheme is to guarantee that each cluster-head has enough resources to support
the monitoring traffic load imposed by the descendant nodes. This scheme is suitable for
cluster-tree networks, where the message load imposed by nodes are known. In turn, the
Nodes-SDA scheme is used for cluster-tree networks, where the traffic load is unknown. In
this case, the number of child nodes is considered (including all descendant nodes),
assuming that all nodes generate a similar traffic load. We showed through simulation that
the Load-SDA and Nodes-SDA schemes have a better network performance, when
compared to a static scheme, which considers the same values of superframe durations,
beacon intervals and buffer sizes for all cluster-heads. For this simulation assessment, we
considered the following network metrics: number of discarded messages due to buffer
overflows, end-to-end communication delay, message loss rate and energy consumption.
Therefore, the results presented in this chapter show that the definition of a set of guidelines
to adequately allocate communication structures may improve the network performance and
avoid some of the problems that may turn difficult the use of cluster-tree networks to support
wide-scale applications.

Finally, Chapter 5 presents the Alternative-Path Definition (ARounD) communication
scheme. The underlying idea of the ARounD scheme is to define new alternative inter-cluster
paths among the cluster (instead of tree paths), using border nodes during their inactive
periods. By avoiding the tree paths, the ARounD scheme may decrease the congestion of
the network and save communication resources, mainly of crucial nodes (cluster-heads). By
defining the shortest inter-cluster paths, the ARounD may improve end-to-end
communication delays and guarantee limited QoS requirements. By using sensor nodes
during their inactive periods, the ARounD scheme does not interfere with the standard
cluster-tree communication. Simulation assessments have shown that the ARounD
communication scheme may improve the network performance, when compared to standard
cluster-tree communication. The ARounD scheme decreases the end-to-end communication
delay for source-to-destination message streams, guaranteeing bandwidth and
softly-bounded delays. Moreover, this scheme saved energy of all nodes, which may
potentially increase the network lifetime.

Therefore, the main contributions of this Thesis can be summarised as follows.

- A new simulation model (CT-SIM) for wide-scale cluster-tree networks based on the
IEEE 802.15.4/ZigBee standards, that considers their main mechanisms, such as:
cluster-tree formation based on several network attributes, hierarchical addressing,
beacon scheduling mechanisms, proportional superframe duration allocation schemes,
direct and indirect data communication and different message streams models.

- A set of guidelines to adequately allocate superframe durations, beacon intervals, and
buffer size values for the cluster-heads of a cluster-tree network, in order to improve
the throughput of the monitoring traffic and to avoid typical problems, such as: network
congestion, higher end-to-end communication delays and discarded messages due to
buffer overflows.

- A new message communication scheme that defines alternative inter-cluster paths to
support end-to-end message streams in cluster-tree networks.
6.2 Future Work

The research work presented in this Thesis will be the beginning for a set of future research about Wireless Sensor Networks and wide-scale applications. In the next two years, we intend to address, at least, the following research topics:

- **New modules for CT-SIM simulation model.** Although the CT-SIM encompasses several mechanisms to deal with cluster-tree networks, we intend to implement new mechanisms for the simulation model to allow the design of a series of new application domains, such as: data aggregation and fusion mechanisms, CSMA-CA parameters configuration schemes, new beacon frame scheduling mechanisms and new data communication schemes. Moreover, we intend to make available a beta version (with documentation) soon.

- **To extend the MAC parameter configuration schemes.** This Thesis provides a set of guidelines on how to setup the MAC parameters, in what concerns its communication structures. Following this Thesis, we intend to explore multiple configurations for the CSMA-CA parameters, in order to prioritise the message streams, and to integrate these new message priority mechanisms within the SDA schemes.

- **To design and implement new communication approaches for cluster-tree networks.** The constant need of efficient communication mechanisms for cluster-tree networks has motivated the design of new communication paradigms. Therefore, we intend to advance in this research topic, in order to provide new communication schemes and to adapt existent schemes (as the proposed in [99]). Also, we intend to extend the ARounD scheme and add new rules and mechanisms that allow the definition of several paths, based on different goals.

- **New paradigms for WSNs.** Finally, we intend to explore and contribute into other WSN paradigms, such as: new communication mechanisms for healthcare applications and Internet of Things.
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