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Abstract—In this paper, we show how to improve the Radial Basis Function Neural Networks effectiveness by using the Optimum-Path Forest clustering algorithm, since it computes the number of clusters on-the-fly, which can be very interesting for finding the Gaussians that cover the feature space. Some commonly used approaches for this task, such as the well-known $k$-means, require the number of classes/clusters previous its performance. Although the number of classes is known in supervised applications, the real number of clusters is extremely hard to figure out, since one class may be represented by more than one cluster. Experiments over 9 datasets together with statistical analysis have shown the suitability of OPF clustering for the RBF training step.

Index Terms—Artificial Neural Networks, Radial Basis Function, Optimum-Path Forest

I. INTRODUCTION

Machine learning techniques have been extensively studied in the last decades. Improvements in their mathematical formulation and implementation through computer programs have led to the development of even better approaches to handle the problem of finding separating decision functions, mainly in the context of large datasets.

The introduction of the well-known Perceptron by the seminal work of Rosenblatt [1] has started a research race to answer the following question: “How does the brain work?”. However, even after several years, this concern remains an open problem. Artificial Neural Networks (ANNs) have arisen to boost the original idea of Perceptron, in which a collection of neurons can process the information and propagate input signals from one layer to another. A famous approach is the ANN with Multilayer Perceptrons (ANN-MLP), in which a common architecture composed by three main layers (input, hidden and output) tries to model the complex and intrinsic brain working model [2]. Since the idea is to separate the feature space such that samples with similar properties will belong to the same cluster, an ANN-MLP employ linear decision boundaries to address such a task. Complex separating functions can be obtained using hidden layers with more neurons [3].

Neural networks with Radial Basis Function (RBF) are also another interesting kind of networks which employs a three-layered architecture for pattern recognition and regression problems. The idea is to submit the input data to a non-linear mapping performed by radial basis functions in the hidden layer, and after that a linear combination of the hidden layer outputs is then employed in the output layer [3]. Artificial Neural Networks with Radial Basis Function (ANN-RBF) also seek to separate the feature space as ANN-MLP does, but now different decision boundaries are designed. Usually, such sort of neural networks can be faster than ANN-MLP ones, since their training step is simpler and can be conducted by using several approaches, being one of them a single-step solution based on pseudo-inverse solution.

The basic idea of an artificial neural network with radial basis function is to perform a training step followed by classification, being the former procedure composed by two phases: (i) an unsupervised one, which is responsible to find out the radial function’s parameters, and (ii) a supervised step, which performs the non-linear mapping of the input vector for further linear weight combination. Among the wide variety of radial basis functions, the most employed is the well-known Gaussian function, which has a simple and effective formulation. However, the main shortcoming of ANN-RBF networks is the requirement of a good space coverage by Gaussian functions, which turns ANN-RBF extremely dependent on the effectiveness of the clustering approach that aims to find the parameters of the Gaussian functions, i.e., mean and variance (the later one is commonly estimated though a closed equation). Despite most implementations employ the well-known $k$-means for such task, which is simple and easy to be implemented, in real applications, it is not so easy to know the number of clusters, as required by $k$-means. Although the
user may have the knowledge of the number of classes, each of them may be represented by more than one Gaussian function. Additionally, the \( k \) value can be estimated through a validating set, but it may be impractical for large datasets.

Nowadays, many works have addressed the problem of finding Gaussian’s parameters using optimization approaches. Esmaeili and Mozayani [4], for instance, employed Particle Swarm Optimization (PSO) for this task. Tsakonas and Tsimikas [5] proposed a hybrid approach for ANN-RBF training using PSO and a fuzzy-based clustering approach. A Memetic-based algorithm using the concept of Differential Evolution has been also used for the same context by Qasema and Shamsuddina [6]. Although such optimization-based approaches are interesting and widely employed for RBF training, it is important to point out some drawbacks: (i) they can be trapped in local optima, (ii) some of them have a high computational burden and may require several iterations for convergence, and (iii) evolutionary-based algorithms often require several parameters as input, making necessary to find out reasonable values for each of them, which can be empirically done or even with meta-optimization techniques, increasing the complexity of the whole system.

Recently, Rocha et al. [7] proposed an interesting approach for data clustering based on the Optimum-Path Forest (OPF) methodology, which models the clustering task as a graph partition problem, where the samples are the nodes and a predefined adjacency relation connects them. The graph partition is ruled by a competition between key nodes (prototypes) using a path-cost function, being each of them the root of its optimum-path tree (cluster), which contains the conquered nodes. The OPF has demonstrated better results than traditional Mean-Shift algorithm [7], and can find out the number of clusters on-the-fly, i.e., it does not require the number of clusters as an input, such as \( k \)-means, for instance, being an interesting tool for RBF networks training. Additionally, the prototypes estimated by OPF, which will encode the mean values of the Gaussian distributions, are positioned in the center (or nearby regions) of the clusters (high density regions), being located at more representative positions than the ones computed by \( k \)-means.

Therefore, this paper introduces the OPF clustering for RBF networks training, which is compared against with traditional \( k \)-means in several synthetic and public datasets. The experiments have been statistically analyzed, showing the robustness of OPF clustering in situations in which \( k \)-means would fail, such as in classes represented by more than one Gaussian distribution (which may really happen in practice). The remainder of this paper is organized as follows. Section II presents the background theory related with RBF networks and OPF clustering. Sections III and IV describe the proposed approach for finding suitable Gaussian’s centers using OPF and the experimental section, respectively. Finally, conclusions are stated in Section V.

II. THEORETICAL BACKGROUND

A. Artificial Neural Networks with Radial Basis Function

Artificial Neural Networks with Radial Basis Function are one of the most used machine learning techniques, which can be seen as a multilayer neural network composed by three layers: input, hidden and an output. The first layer receives the input vector, which is submitted to a non-linear transformation in the hidden layer. Finally, a linear combination of the outputs of the hidden layer is performed in the last layer.

Given an input vector \( x \in \mathbb{R}^n \), the outputs of the RBF neural network can be computed as follows:

\[
y_j = \sum_{i=1}^{m} h_i w_{i,j}, \quad j = 1, \ldots, p,
\]

in which \( m \) and \( p \) denote the number of hidden neurons (gaussians) and the number of output neurons, respectively, \( w_{i,j} \in \mathbb{R} \) stands for the weight of the connection between the hidden neuron \( i \) and the output neuron \( j \), and \( h \in \mathbb{R}^n \) denotes a vector of the outputs of the radial basis functions. In regard to RBF neural networks, \( h \) can be composed by any sort of radial basis function, being the most common the \( n \)-dimensional Gaussian:

\[
h_j(x|\mu_j, \Sigma_j) = \frac{1}{(2\pi)^{n/2} |\Sigma_j|^{1/2}} e^{-\frac{1}{2}(x-\mu_j)^T \Sigma_j^{-1} (x-\mu_j)}.
\]

where \( \mu_j \in \mathbb{R}^n \) and \( \Sigma_j \) stand for the centers (mean vector) and covariance matrix of gaussian \( j \), respectively. Notice \( |\Sigma| \) stands for the determinant of \( \Sigma \). As such, the ANN-RBF training step aims to find out suitable values for \( \mu, \Sigma \) and the weights \( w \).

Basically, \( \mu \) and \( \Sigma \) are computed through unsupervised learning. Commonly, it is assumed an isotropic distribution, which means we can use the same variance for all Gaussians. Among several possibilities for that purpose, we adopted the following:

\[
\sigma = 2D,
\]

in which \( D \) stands for the average distance between centers. As we are working with \( n \)-dimensional Gaussian distributions (Equation 2), we can build diagonal covariance matrices with size \( n \times n \), as follows:

\[
\Sigma = \begin{bmatrix}
\sigma & 0 & \ldots & 0 \\
0 & \sigma & \ldots & 0 \\
\vdots & \ddots & \ddots & \vdots \\
0 & 0 & \ldots & \sigma
\end{bmatrix},
\]

in which \( \Sigma_i \) denotes the covariance matrix for Gaussian distribution \( i \). Regarding the weights \( w \), there are some interesting approaches such as the pseudo-inverse method and the generalized delta rule. As in this paper we have employed the former approach, next section describes it in more details.
Pseudo-Inverse Method: The pseudo-inverse method can be seen as the solution for a least square problem, in which we can compute the matrix of weights \( W_{m \times p} \). Let \( X = \{x^1, x^2, \ldots, x^n\} \) be a training dataset, such that \( x^i \in \mathbb{R}^n \). We can find \( W \) by using \( X \) as the inputs to the neural network. Let \( \Phi \) be defined as follows:

\[
\Phi = \begin{bmatrix}
    h_1(x^1|\mu_1, \sigma_1) & h_2(x^1|\mu_2, \sigma_2) & \ldots & h_m(x^1|\mu_m, \sigma_m) \\
    h_1(x^2|\mu_1, \sigma_1) & h_2(x^2|\mu_2, \sigma_2) & \ldots & h_m(x^2|\mu_m, \sigma_m) \\
    \vdots & \vdots & \ddots & \vdots \\
    h_1(x^n|\mu_1, \sigma_1) & h_2(x^n|\mu_2, \sigma_2) & \ldots & h_m(x^n|\mu_m, \sigma_m)
\end{bmatrix},
\]

where \( \Phi_{r \times m} \) is a matrix with the responses of the \( m \) hidden layer neurons to the \( r \) training input samples. We also have:

\[
W = \begin{bmatrix}
    w_{1,1} & w_{1,2} & \cdots & w_{1,p} \\
    w_{2,1} & w_{2,2} & \cdots & w_{2,p} \\
    \vdots & \vdots & \ddots & \vdots \\
    w_{m,1} & w_{m,2} & \cdots & w_{m,p}
\end{bmatrix},
\]

that is our already known weight’s matrix, in which \( w_{i,j} \) means the weight of the connection between hidden neuron \( i \) to the output neuron \( j \). Finally, let \( Y_{r \times p} \) be the output matrix:

\[
Y = \begin{bmatrix}
    y_{1,1} & y_{1,2} & \cdots & y_{1,p} \\
    y_{2,1} & y_{2,2} & \cdots & y_{2,p} \\
    \vdots & \vdots & \ddots & \vdots \\
    y_{r,1} & y_{r,2} & \cdots & y_{r,p}
\end{bmatrix},
\]

in which \( y_{i,j} \) means the desired value for the training sample \( i \) at output neuron \( j \). Notice \( y_{j} \) has been defined in Equation 1, but for only one sample \( x \in \mathbb{R}^n \). Now, we have a set \( X \) with \( r \) samples, and each \( y_{i,j} \) is now redefined to be part of the matrix \( Y \), but it can be computed as the same way before, i.e., using Equation 1, which can be rewritten to handle the whole training set:

\[
Y = \Phi W.
\]

By now, we have to discover \( W \), which can be computed as follows:

\[
W = \Phi^{-1} Y,
\]

in which \( \Phi^{-1} \) stands for the inverse of \( \Phi \). As \( \Phi \) may not be square, we need to compute its pseudo-inverse \( \Phi^+ \), which can be performed as follows:

\[
\Phi^+ = VS^+U^T,
\]

which is the so-called Moore-Penrose pseudo-inverse. In this case, Equation 9 can be rewritten as:

\[
W = \Phi^+ Y.
\]

Therefore, \( W \) can be computed and the weights estimated.

B. Optimum-Path Forest Clustering

The design of classifiers based on Optimum-Path Forest has been proposed as a graph-based methodology to exploit connectivity relations between data samples in a given feature space. The methodology interprets a training set as a graph, whose nodes are the samples and the arcs connect pairs of samples that satisfy a given adjacency relation. For a suitable path-value (connectivity) function, the optimum-path forest algorithm [8] partitions the graph into optimum-path trees rooted at some key samples, named prototypes. The prototypes compete among themselves for the most closely connected samples in the training set, such that each sample is assigned to the tree whose prototype offers to it an optimum path. Classification of a new sample is done by finding its most closely connected root in an incremental way through the evaluation of the optimum-path values of the training samples.

Let \( \mathcal{Z} \) be a dataset such that for every sample \( s \in \mathcal{Z} \) there exists a feature vector \( \vec{v}(s) \). Let \( d(s, t) \) be the distance between \( s \) and \( t \) in the feature space. A graph \( (\mathcal{Z}, \mathcal{A}_k) \) can be defined such that the arcs \( (s, t) \in \mathcal{A}_k \) connect \( k \)-nearest neighbors \( (k\text{-nn}) \) in the feature space \( (\mathcal{A}_k \text{ stands for the } k\text{-nn adjacency relation}) \). The arcs are weighted by \( d(s, t) \) and the nodes \( s \in \mathcal{Z} \) are weighted by a probability density value \( \rho(s) \):

\[
\rho(s) = \frac{1}{\sqrt{2\pi\sigma^2|\mathcal{A}_k(s)|}} \sum_{t \in \mathcal{A}_k(s)} \exp \left( -\frac{d^2(s, t)}{2\sigma^2} \right)
\]

where \( |\mathcal{A}_k(s)| = k \), \( \sigma = \frac{d_f}{k} \), and \( d_f \) is the maximum arc weight in \( (\mathcal{Z}, \mathcal{A}_k) \). This parameter choice considers all adjacent nodes for density computation, since a Gaussian function covers most samples within \( d(s, t) \in [0, 3\sigma] \). Moreover, since \( \mathcal{A}_k \) is asymmetric, symmetric arcs must be added to it on the plateau of the probability density function (PDF) in order to guarantee a single root per maximum.

The traditional method to estimate a PDF is by Parzen-window. Equation 12 can provide Parzen-window estimation based on an isotropic Gaussian kernel when we define the arcs by \( (s, t) \in \mathcal{A}_k \) if \( d(s, t) \leq d_f \). This choice, however, presents problems with the differences in scale and sample concentration. Solutions for this problem lead to adaptive choices of \( d_f \) depending on the region of the feature space [9]. By taking into account the \( k \)-nearest neighbors, the method handles different concentrations and reduces the scale problem to the one of finding the best value of \( k \), say \( k^* \) within \( [k_{\text{min}}, k_{\text{max}}] \), for \( 1 \leq k_{\text{min}} < k_{\text{max}} \leq |\mathcal{Z}| \).

The solution proposed by Rocha et al. [7] to find \( k^* \) considers the minimum graph cut among all clustering results for \( k \in [1, k_{\text{max}}] \) \((k_{\text{min}} = 1)\), according to the normalized
measure $GC(A_k, L, d)$ suggested by Shi and Malik [10]:

$$GC(A_k, L, d) = \sum_{i=1}^{c} \frac{W'_i}{W'_i + W''_i},$$

(13)

$$W'_i = \sum_{\forall(s,t) \in A_k, L(s)=i} 1$$

(14)

$$W''_i = \sum_{\forall(s,t) \in A_k, L(s)=i, L(t) \neq i} 1$$

(15)

where $L(t)$ is the label of sample $t$, $W'_i$ uses all arc weights between cluster $i$ and other clusters, and $W''_i$ uses all arc weights within cluster $i = 1, 2, \ldots, c$.

The method defines a path $\pi_t$ as a sequence of adjacent samples starting from a root $R(t)$ and ending at a sample $t$, being $\pi_t = (t)$ a trivial path and $\pi_s \cdot (s, t)$ the concatenation of $\pi_s$ and arc $(s, t)$. It assigns to each path $\pi_t$ a value $f(\pi_t)$ given by a connectivity function $f$. A path $\pi_t$ is considered optimum if $f(\pi_t) \geq f(\pi_{\tau})$ for any other path $\pi_{\tau}$.

Among all possible paths $\pi_t$ from the maxima of the PDF, the method assigns to $t$ a path whose minimum density value along it is maximum. That is, the method finds $V(t) = \max_{\forall \pi_t \in (Z, A_k)} \{ f(\pi_t) \}$ for $f(\pi_t)$ defined by:

$$f(\langle t \rangle) = \begin{cases} \rho(t) & \text{if } t \in R \\ \rho(t) - \delta & \text{otherwise} \end{cases}$$

$$f(\langle \pi_s \cdot (s, t) \rangle) = \min \{ f(\pi_s), f(t) \},$$

(16)

for $\delta = \min_{\forall(s, t) \in A_k, \rho(t) \neq \rho(s)} \left| \rho(t) - \rho(s) \right|$ and $R$ being a root set, discovered on-the-fly, with one element per each maximum of the PDF. Note that higher values of $\delta$ reduce the number of maxima. We are setting $\delta = 1.0$ and scaling real numbers $\rho(t) \in [1, 1000]$ in this work. The OPF algorithm maximizes the connectivity map $V(t)$ by computing an optimum-path forest — a predecessor map $P$ with no cycles that assigns to each sample $t \notin R$ its predecessor $P(t)$ in the optimum path from $R$ or a marker nil when $t \in R$.

III. OPTIMUM-PATH FOREST-BASED TRAINING

In this section, we present the proposed approach that employs OPF clustering to find out the centers of Gaussian distributions. Given a supervised dataset, we partition it in a training and testing sets, being the former used by OPF to cluster samples and then to compute prototypes. After that, their positions are stored and used as the mean values for the Gaussian distributions (the covariance matrices are computed using Equation 4).

Let $C$ be the number of prototypes (clusters) found by OPF in the ANN-RBF unsupervised training step. After building the Gaussian models, we employ a neural architecture with $n$ input neurons and $|C|$ neurons for the hidden and output layers. Although we may have more hidden layers than the number of classes (it may have more Gaussian distributions than classes), OPF can find out a suitable number of clusters (Gaussians), and then we can use the position of the root of each them (i.e., the prototypes) to encode the mean values of each Gaussian. Figure 1 illustrates the proposed procedure.

IV. EXPERIMENTAL RESULTS

The experiments have been carried out in two distinct phases: (i) in the former one, we have shown the similarity (location) between prototypes found by OPF and the means computed by $k$-means in four two-dimensional synthetic datasets, as well as we discussed the robustness of OPF with respect to $k_{max}$ parameter; (ii) in the latter experiment, we employed the proposed approach (Section III) for the same synthetic datasets used in the previous step and also for three more real problems. Notice for all experiments we have employed a computer equipped with an Intel I5® processor, 8Gb RAM and OS X 10.8.5 as the operational system.

Table I presents the datasets employed in this paper. Notice the top four datasets were created (synthetic) for this work, and the remaining ones are public available datasets.

<table>
<thead>
<tr>
<th>TABLE I</th>
<th>DESCRIPTION OF THE DATASETS EMPLOYED IN THIS WORK.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dataset</td>
<td># samples</td>
</tr>
<tr>
<td>Db1</td>
<td>500</td>
</tr>
<tr>
<td>Db2</td>
<td>200</td>
</tr>
<tr>
<td>Db3</td>
<td>150</td>
</tr>
<tr>
<td>Db4</td>
<td>445</td>
</tr>
<tr>
<td>Wine</td>
<td>178</td>
</tr>
<tr>
<td>Iris</td>
<td>150</td>
</tr>
<tr>
<td>Breast-cancer (BC)</td>
<td>683</td>
</tr>
<tr>
<td>Saturn</td>
<td>200</td>
</tr>
<tr>
<td>Cone-Torus (CT)</td>
<td>200</td>
</tr>
</tbody>
</table>

A. Experiments

1) OPF versus $k$-means: As aforementioned, the first round of experiments aimed to compare the OPF prototypes’ position with the centers obtained by $k$-means. Figure 2 depicts such results, in which the left and right columns stand for $k$-means (centers in red) and OPF (prototypes in orange) results, being $k_{max} = 50$ used for all datasets. One can see that both $k$-means and OPF achieved similar results for Db1 (Figures 2a and 2b) and Db3 (Figures 2e and 2f) datasets. However, in situations when we have more than one cluster per class, $k$-means may not achieve reasonable results, as one can notice...
for Db2 (Figures 2c and 2d) and Db4 (Figures 2f and 2g) datasets. Therefore, such behavior can degrade the ANN-RBF effectiveness, since the feature space will not be properly covered by the Gaussians distributions. Additionally, one can check that OPF found out the centers of all clusters for both datasets.

There is one more question regarding OPF clustering that one may face: “What about $k_{max}$ parameter?”. One can argue OPF does not require the number of classes (clusters), but the user needs to input $k_{max}$. This parameter controls the area of coverage of one sample during the competition process, and its value may previously define the number of clusters (Section II-B). However, $k_{max}$ is much less prone to error for clusters’ estimation than $k$ value for $k$-means. Figure 3 shows an experiment over Db1, Db2, Db3 and Db4 datasets using different values of $k_{max}$. One can see there that are several plateus in the curves, i.e., there are several $k_{max}$ values in which the number of clusters do not change. Notice the number of clusters increases drastically with small values of $k_{max}$, since the compared datasets have hundreds of samples. For smaller datasets, this may not happen. Therefore, an user with a low level of experience with OPF can learn suitable input values for $k_{max}$.

Fig. 3. Robustness of OPF regarding different $k_{max}$ values.

2) Evaluating OPF effectiveness for ANN-RBF neurons estimation: In this set of experiment, we have evaluated the quality of the neurons found out by OPF against with the ones computed by $k$-means. For such purpose, we employed the datasets presented in Table I in a cross-validation procedure with 10 runnings, being 50% of the dataset used to compose the training set, and the remaining samples for testing. After that, we assessed the robustness (both efficiency and effectiveness) of experiments over a paired-sample $t$-test with 95% of confidence. Table II presents the mean accuracy of ANN-RBF with the neurons obtained by OPF and $k$-means. Notice we employed an accuracy measure proposed by Papa et al. [13], which considers imbalanced classes.

One can verify that the results using the neurons obtained by OPF are clearly better than the ones computed by $k$-means. In some cases, the ANN-RBF recognition rate using OPF neurons has been 48.13% better than using $k$-means (Db4 dataset, for instance). Such difference mainly rely on situations in which the number of Gaussians that cover the feature space is different from the number of classes. In practice, as one can found in all real applications, OPF presented a considerable advantage over $k$-means for neurons’ estimation.

In regard to the statistical evaluation, the paired-sample $t$-test with 95% of confidence rejected the null hypothesis, which states OPF and $k$-means are similar to each other (i.e., both approaches can lead ANN-RBF to results over all datasets with
the same mean accuracies). Therefore, one can conclude OPF provides more suitable neurons for ANN-RBF training than $k$-means considering the datasets employed in this work.

In addition, we have computed the execution times (seconds) for ANN-RBF training step through OPF and $k$-means. Figure 4 illustrates this information for each dataset. The mean execution time for $k$-means (considering all datasets) was about 0.0041s, while OPF-based training time was about 0.0348s. Therefore, the training step using $k$-means is 8.48 times faster than employing OPF. Once again, we applied the paired-sample $t$-test with 95% of confidence in the execution times data, which evidenced that $k$-means is statistically faster than OPF, i.e., the $t$-test rejected the null hypothesis. However, OPF can be a suitable alternative to $k$-means, since the former recognition rates are considerable better than the last one.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>OPF</th>
<th>$k$-means</th>
</tr>
</thead>
<tbody>
<tr>
<td>Db1</td>
<td>98.33%[50]</td>
<td>97.16%</td>
</tr>
<tr>
<td>Db2</td>
<td>100.00%[50]</td>
<td>74.00%</td>
</tr>
<tr>
<td>Db3</td>
<td>99.00%[50]</td>
<td>99.00%</td>
</tr>
<tr>
<td>Db4</td>
<td>97.49%[50]</td>
<td>65.81%</td>
</tr>
<tr>
<td>Wine</td>
<td>81.99%[5]</td>
<td>74.38%</td>
</tr>
<tr>
<td>Iris</td>
<td>99.00%[10]</td>
<td>94.00%</td>
</tr>
<tr>
<td>Breast-cancer</td>
<td>96.34%[50]</td>
<td>80.24%</td>
</tr>
<tr>
<td>Saturn</td>
<td>53.99%[50]</td>
<td>44.00%</td>
</tr>
<tr>
<td>Cone-Torus</td>
<td>84.33%[10]</td>
<td>73.17%</td>
</tr>
</tbody>
</table>

and (ii) a supervised step, that properly computes the weights that will be used to combine the output of hidden neurons. The most commonly used approach to find out Gaussian’s neurons is to employ $k$-means for such purpose, since the neurons encode the mean parameter of the Gaussian distribution. Therefore, as $k$-means tries to find the center point of a given cluster, such approach is a good candidate for this task. However, the user needs to input the number of means ($k$), which may not correspond to the real number of clusters, since a class can be represented by more than one cluster. In this paper, we proposed to introduce the OPF clustering approach for such task, since it computes the number of clusters (neurons) on-the-fly, being more intuitive to be used than $k$-means.

The experiments have shown that the OPF neurons’ position are similar to the ones found out by $k$-means, and OPF can outperform $k$-means in situations that require more Gaussians than classes to cover the feature space. Experimental results over 9 datasets showed the robustness of OPF-based RBF training step. The main drawback of using OPF concerns with its computational load, which is greater than $k$-means one.

V. CONCLUSIONS

The RBF training procedure is composed by two steps: (i) an unsupervised one, which aims to find the hidden neurons;