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Summary

Efficiency measurement has been analyzed considering that firms make decisions over continuous variables. While this may be an adequate representation of firms’ behaviour in many cases, there are some situations in which firms do not make decisions over continuous variables, but rather over discrete variables. In this thesis, we develop a simple approach to evaluate firm efficiency when discrete choice is considered.

In the first essay, entitled “Efficiency Measurement in a Dynamic Discrete Choice Model: An Application to Inventory Behaviour”, we analyze a dynamic discrete choice inventory model and develop a measure of dynamic profit efficiency at the product level. We allow for the existence of product heterogeneity as well as efficiency heterogeneity across products and apply the model to data on a Portuguese firm. The results suggest that, on average, the firm obtains 81.6% of the maximum profit associated with a given product.

The second essay is entitled “Dynamic Efficiency and Machine Replacement: A Discrete Choice Approach” and presents a dynamic machine replacement model to analyze efficiency at the firm level. The model is applied to Portuguese data on 290 manufacturing firms from 2001 to 2008. The results indicate that the estimated inefficiency is very similar for big and small firms as actual costs are, on average, 1.41 and 1.42 times their minimum costs, respectively.

In the third essay, entitled “Efficiency Measurement in Dynamic Discrete Choice Processes”, we generalize our approach, developing an efficiency measure for a dynamic discrete choice model in which the payoff function may be the cost function, the revenue function or the profit function. We also extend our efficiency measure to Empirical Games, that is, discrete choice models in which there is strategic interaction among firms. We illustrate the approach with the estimation of a dynamic empirical game for the Portuguese banking industry between 2002 and 2009.
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The productive efficiency measurement literature began in the fifties with the work by Koopmans (1951), Debreu (1951) and Farrell (1957). Koopmans (1951) proposes a definition of technical efficiency: an input-output vector is technically efficient if and only if increasing any output or decreasing any input is possible only by decreasing some other output or increasing some other input. Debreu (1951) proposes the first input-oriented technical efficiency measure, called the coefficient of resource utilization, which is the first radial measure of technical efficiency. Farrell (1957) presents the first empirical study on productive efficiency, applied to the USA agricultural sector, and decomposes cost efficiency into technical efficiency and allocative efficiency. The study by Farrell (1957) was important for the development of other measures of economic efficiency and the corresponding decompositions (e.g., see Färe et al. (1983, 1985, 1994)).

Nevertheless, the radial distance functions developed by Shephard (1953, 1970) play also an important role in the development of the literature on efficiency measurement. Shephard (1953) develops the input radial distance function and shows that this function can represent fully a production technology with multiple outputs and multiple inputs. The inverse of the radial input distance function is equal to the input-oriented radial technical efficiency, also called the Debreu-Farrell technical efficiency measure. Similarly, the output radial distance function developed by Shephard (1970) is equal to the inverse of the output-oriented technical efficiency measure (e.g., Färe et al. (1983, 1985, 1994)). The relationship between the radial distance functions and the technical efficiency measures is crucial for the development of the literature on the efficiency measurement (Kumbhakar and Lovell (2000)).

The theoretical literature on the productive efficiency measurement develops mainly on the basis of the radial distance functions. Several generalizations of the radial measures of efficiency have emerged in the literature (e.g., Färe and Lovell (1978), Deprins and Simar (1983), Färe et al. (1985), Briec (1997), Bogef, and Hougaard (1998), Chambers et al. (1996, 1998), Färe and Grosskopf (2000a, 2000b), Chavas and Cox (1999), Halme et al. (1999)). In particular, the directional inefficiency measures, constructed on the basis of the directional distance functions, have an important role in recent developments on the efficiency (and productivity) measurement literature. Chambers et al. (1996, 1998) explore the work by Luenberger (1992, 1995) and propose
the directional distance functions that allow the construction of directional measures of
technical and economic inefficiency. The directional inefficiency measures are an impor-
tant contribution to the measurement of productive efficiency for three main reasons.
First, the input (output) directional measures do not impose a proportional change in
the inputs (outputs) (Chambers et al. (1996)). In contrast, the radial input (output)
measures, constructed on the basis of the radial input (output) distance functions, im-
pose a proportional change in the inputs (outputs). Second, the technology directional
distance function allows simultaneous adjustments in the inputs and outputs. In con-
trast, the radial functions only allow adjustments in the inputs or the outputs, but
not in both. The directional technology distance function, which is dual to the profit
function, allows the construction of a profit inefficiency measure and its decomposition
in a parsimonious way. Profit has an additive structure, a feature that is shared with
the directional distance function but not the radial distance functions, which are mul-
tiplicative in form (Chambers et al. (1998)). Third, the directional distance functions
provide a simple framework to model and measure performance when there is joint pro-
duction of good (desirable) and bad (undesirable) outputs. The directional inefficiency
measures has been used recently in several empirical studies in different sectors (e.g.,
Färe et al. (2004), Färe et al. (2005), Glass et al. (2006)). For an overview of the
directional inefficiency measures, see Färe and Grosskopf (2004).

The literature on efficiency measurement has been developed mainly in the context
of the static theory of the firm. Recently, some studies develop productive efficiency
measures in the context of intertemporal models of the firm (e.g., Sengupta (1995), Färe
Silva and Stefanou (2007), Rungsuriyawiboon and Stefanou (2007), Ouellette and Yan
(2008), Silva and Lansink (2009)). Most of these research efforts are developed in the
context of the adjustment-cost model of the firm. The dynamic models in Nemoto and
Goto (1999, 2003) are constructed on the basis of a production possibility set defined in
terms of variable inputs, quasi-fixed factors and outputs, where stocks of the quasi-fixed
factors at the end of each period are treated as outputs while the stocks of these factors
at the beginning of each period as treated as inputs. The dynamic factors (i.e., the
change in the level of the quasi-fixed factors) are not explicitly modeled in the firm’s
production technology. In the dynamic models constructed in Silva and Stefanou (2007)
and Ouellette and Yan (2008), the dynamic factors are explicitly incorporated in the
firm’s production technology. Silva and Stefanou (2007) considers that investment deci-
sions are irreversible and develop hyperbolic input-oriented dynamic efficiency measures
in the long- and short-run; Ouellette and Yan (2008) consider the possibility of invest-
ment and disinvestment and focus on the efficiency of variable inputs. Silva and Lansink (2009) establishes duality between a directional input distance function, defined within the adjustment-cost model of the firm, and the value function of the intertemporal cost minimization problem and construct directional input efficiency measures based on this dual relation. Serra et al. (2011) applies those measures to a sample of Dutch dairy farms observed from 1995-2005.

Efficiency measurement in either static or dynamic environments has been developed considering that firms make decisions over continuous variables. There are however some situations in which firms do not make decisions over continuous variables, but rather over discrete variables. Examples include decisions on product ordering, patent renewal, machine replacement, price changes, among others. The theoretical framework based on continuous choices may not be an adequate representation of the firm’s behavior when discrete choice decisions are considered. In fact, these decision processes are more properly analyzed using the discrete choice framework.

Since the seminal work of McFadden (1978) on static discrete choice models, there has been a wide variety of applications using both analytical and simulation techniques in a static environment (e.g., McFadden and Train (1996), Train (1999), Hensher (2001), Small and Rosen (1981)). The extension of the framework to a dynamic environment is considered in Pakes (1986) and Rust (1987) with the analysis of Markov decision problems. Pakes (1986) uses simulation techniques to estimate a dynamic programming discrete choice model and uses the model to estimate the value of European patents. Rust (1987) proposes a nested fixed point (NFXP) algorithm, which combines a “outer algorithm” and a “inner algorithm”. The first one searches for the roots of the likelihood function while the second solves the dynamic programming problem for each possible value of the structural parameters. Rust (1987) applies the estimation method to a machine replacement problem.

Since the studies by Pakes (1986) and Rust (1987), there have been several applications that use the NFXP algorithm in different areas of microeconomics. For instance, Sturm (1991), Das (1992), Kennet (1994) and Rust and Rothwell (1995) analyze investment models of machine replacement; Rust and Phelan (1997) and Kalstrom et al. (2004) investigate retirement from labor force; Gilleskie (1998) studies visits to a doctor during periods of illness; Ahn (1995) considers a model of fertility; and Kennan and Walker (2005) analyzes a model of migration decisions.

Though very intuitive and efficient, the NFXP algorithm is computationally very demanding, since the dynamic programming problem has to be solved in every iteration (Rust (1987)). This drawback has forced researchers to choose parsimonious specifica-
tions for the payoff functions and has limited the inclusion of sources of heterogeneity across agents in the models. The work of Hotz and Miller (1993) has been crucial to alleviate the computational burden associated with the estimation of dynamic discrete choice models. Hotz and Miller (1993) proves that there is an invertible mapping relating conditional choice probabilities and value functions. As a result, nonparametric estimates of choice probabilities can be used to recover the value functions without having to solve the dynamic programming problem. The method has been used in a variety of applications (e.g., Slade (1998), Aguirregabiria (1999), Rota (2004)).

While the Hotz and Miller (1993)’s estimator reduces the computational burden associated with the estimation of the model, it implies a loss on (both finite sample and asymptotic) efficiency (see the discussion on identification and properties of estimators in Rust (1994), Magnac and Thesmar (2002) and Aguirregabiria (2010)). In order to overcome this problem, Aguirregabiria and Mira (2002) suggests the Nested Pseudo Likelihood (NPL) method, which is a recursive method that iterates on conditional choice probabilities and the parameters that maximize the likelihood function. Like the Hotz and Miller (1993)’s estimator, the NPL method implies less computational burden than the NFXP algorithm, but the NPL estimator is asymptotically equivalent to the Maximum Likelihood Estimator, which is an efficient estimator (Aguirregabiria and Mira (2002)). Applications of the NPL method include Aguirregabiria and Alonso-Borrego (1999) on labor demand, Sanchez-Mangas (2002) and Lorincz (2005) on investment and machine replacement models, De Pinto and Nelson (2008) on land use and deforestation, among others.

The use of these computationally less intensive methods has allowed researchers to use more flexible specifications in the models. Yet, another concern regarding dynamic discrete choice models is related to the inclusion of sources of heterogeneity across agents in the model. To deal with this issue, several applications include the finite mixture framework (Heckman and Singer (1984)) in the dynamic discrete choice model. In these applications, agents are assumed to belong to a population with a fixed, known number of ”types of agents” and the estimation procedure is adjusted to include the probability associated with the agent being of a given ”type” (e.g., see Carro and Mira (2006), Mira (2007), Blau and Gilleskie (2008) and Arcidiacono et al. (2007)). The study by Imai et al. (2009) contributes significantly to overcome the concerns regarding heterogeneity in dynamic discrete choice models. Rather than using finite mixture models, Imai et al. (2009) employs a more flexible approach and shows how to easily estimate dynamic models with random parameters. Imai et al. (2009) proposes a Bayesian estimation method that allows simultaneously for the solution of the dynamic
programming problem and the estimation of the parameters. This method includes two steps in each iteration: one step solves the dynamic programming model and the other one employs the Markov Chain Monte Carlo algorithm to draw values from the posterior distributions of the parameters. The inclusion of random parameters in dynamic discrete choice models may imply heavy computational burden when we consider classical maximum likelihood procedures (e.g., see Train (2009)). However, Imai et al. (2009)’s experiments show that with their Bayesian method it is possible to estimate a flexible dynamic discrete choice model that accounts for heterogeneity across agents without too much computational burden. Applications of Imai et al. (2009) include Norets (2008, 2009), Osborne (2011) and Ching et al. (2010), among others.

Recently, there have been some efforts to extend the dynamic discrete choice framework to dynamic Empirical Games, that is, discrete choice models in which there is strategic interaction among agents, meaning that each agent’s payoff is affected by the other agents’ decisions (e.g., Pesendorfer and Schmidt-Dengler (2008), Pakes et al. (2007), Bajari et al. (2007), Aguirregabiria and Mira (2007)). While strategic interaction has always been considered an important issue, the estimation of the dynamic model requires the agent’s choice to be the best response to the other agents’ choices. Yet, an estimation method that performs an optimization routine with such a constraint is computationally very demanding (e.g., see Aguirregabiria and Mira (2010)). Extensions of the Hotz and Miller (1993)’s estimator to dynamic games have proven to be successful. Jofre-Bonet and Pesendorfer (2003) uses an extension of the Hotz and Miller (1993)’s estimator to analyze a dynamic auction model and Pesendorfer and Schmidt-Dengler (2008) analyzes identification and estimation of dynamic discrete games. Pakes et al. (2007), Bajari et al. (2007) and Aguirregabiria and Mira (2007) propose different methods to estimate the model using extensions of the Hotz and Miller (1993)’s estimator, avoiding in this way the computation of the dynamic programming problem. All these methods consider that agents’ choice probabilities reflect agents’ beliefs about the behaviour of other agents, meaning that it is possible to use agents’ conditional choice probabilities as agents’ best responses, which significantly reduces the complexity of the problem (e.g., see Aguirregabiria and Mira (2010)). Pakes et al. (2007) proposes a Generalized Method of Moments (GMM) estimator; Bajari et al. (2007) develops a moment inequality estimator that can be applied to models where the parameters are either point-identified or set-identified; Aguirregabiria and Mira (2007) proposes a likelihood-based method - a Nested Pseudo Likelihood method - to estimate the parameters in the model. These methods have been used in several applications: Pakes et al. (2007)’s GMM estimator is applied in Dunne et al. (2006) to investigate

In these estimation methods for Empirical Games it is considered that agents’ choice probabilities reflect agents’ beliefs about the behaviour of other agents (see Pakes et al. (2007), Bajari et al. (2007) and Aguirregabiria and Mira (2007)). However, there are situations in which we would expect that agents face some strategic uncertainty (e.g., see Besanko et al. (2010)). This is likely the case, for instance, when we consider oligopoly markets - in which firms are very secretive about their strategies - or markets affected by policy changes - in which it is reasonable to believe that firms do not know the impact of a policy change in other firms’ behaviour. To deal with this issue, Aguirregabiria and Magesan (2010) extends the NPL method of Aguirregabiria and Mira (2007) and considers a model with 2 firms and 2 choices in which firms’ beliefs about the behaviour of the other firm may not be in equilibrium, that is, they do not represent actual behaviour of the other firm.

We use the dynamic discrete choice framework to analyze efficiency at the micro level. Like some of the papers on dynamic efficiency mentioned above, we consider that firms attempt to maximize intertemporal payoffs (e.g., Lasserre and Ouellette (1999), Nemoto and Goto (1999, 2003), Silva and Stefanou (2007), Ouellette and Yan (2008), Silva and Lansink (2009)). Also, we consider that inefficiency arises whenever firms deviate from their optimal, forward-looking, rational choices, therefore getting an actual payoff smaller than the optimal payoff. In contrast with the other studies, we explicitly assume that firms make decisions over discrete variables.

The thesis comprises three essays. In the first essay, entitled “Efficiency Measurement in a Dynamic Discrete Choice Model: An Application to Inventory Behaviour”, we analyze a dynamic discrete choice inventory model - in which a firm decides whether to order or not some products in each time period - and develop a measure of dynamic profit efficiency at the product level. The model allows for the existence of product heterogeneity as well as efficiency heterogeneity across products by including random coefficients in the analysis. We use a dataset with weekly information on prices, sales, orders and stocks for a Portuguese firm from January 2008 to June 2009 and estimate the model with a two-stage approach. In the first stage, we provide nonparametric estimates of the transition probabilities of the state variables. In the second stage,
we use the Bayesian estimation method proposed by Imai et al. (2009) to estimate the parameters of the model. The results suggest that the average product efficiency is around 81.6%, implying that, on average, the firm obtains 81.6% of the maximum profit associated with a given product. Also, the counterfactuals results indicate that the actual decisions diverge from the optimal decisions in at least 14.88% of the decisions and that volatility in sales explains a significant part of the estimated inefficiency.

The second essay is entitled “Dynamic Efficiency and Machine Replacement: A Discrete Choice Approach”. In this essay, we use a dynamic discrete choice framework to analyze efficiency at the firm level. Specifically, we analyze a machine replacement model - in which firms have to decide, in each period, whether to replace their machines or not so that their intertemporal costs are minimized - and introduce a measure of dynamic cost efficiency in this model. In the model, the structural parameters are random parameters to allow for the existence of firm heterogeneity as well as efficiency heterogeneity across firms. We use a dataset with yearly information for 290 Portuguese manufacturing firms from 2001 to 2008 and estimate the model for all the firms in our dataset, as well as for subsamples on big and small firms. The model is estimated using the Bayesian estimation method proposed by Imai et al. (2009). The results indicate that the estimated inefficiency is very similar for big and small firms: big and small firms’ actual costs are, on average, 1.41 and 1.42 times their minimum costs, respectively. Our estimation results also reveal that different types of firms have different cost structures. While big firms have, on average, significant maintenance costs and negligible learning costs, small firms bear important learning costs and statistically insignificant maintenance costs. Also, the counterfactuals results suggest that big firms should have done more replacements and small firms should have replaced less in order to be fully efficient.

The third essay, entitled “Efficiency Measurement in Dynamic Discrete Choice Processes”, generalizes our approach, developing an efficiency measure for a general dynamic discrete choice model - known as a Single-Agent Dynamic Model - in which the payoff function may be the cost function, the revenue function or the profit function. We also extend our efficiency measure to dynamic Empirical Games. We describe the Nested Pseudo Likelihood (NPL) Method proposed by Aguirregabiria and Mira (2002, 2007), which can be used to estimate Single-Agent Models and a particular class of Empirical Games. In addition, we generalize the identification results of Aguirregabiria and Magesan (2010), which uses an extension of the NPL method to estimate more general Empirical Games. The efficiency measure is illustrated with the estimation of a dynamic empirical game for the Portuguese banking industry between 2002 and 2009.
The results indicate that banks are, on average, revenue efficient, though the interaction among banks has different impacts for each service.

We innovate on some aspects with this thesis. First, we contribute to the literature on efficiency measurement by developing an unified approach to evaluate firm efficiency when discrete choice is considered. In fact, our approach can be applied to both static or dynamic models, with or without strategic interaction among firms, and it remains valid regardless of whether we are considering a cost, revenue or profit approach. Second, this thesis also offers an interesting methodological contribution to the literature on the econometrics of games. In essay 3, we extend the results on identification and estimation of dynamic games by considering a framework with an arbitrary (finite) number of firms, multinomial choice and firms’ beliefs about the behaviour of other firms that may not be in equilibrium.
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Essay 1: Efficiency Measurement in a Dynamic Discrete Choice Model: An Application to Inventory Behaviour

Abstract

We analyze a dynamic programming inventory model where a firm decides over discrete variables and develop a measure of dynamic efficiency at the product level. We estimate the structural parameters using the Bayesian estimation method proposed by Imai et al. (2009), which allows simultaneously for the solution of the dynamic programming problem and the estimation of the parameters. Our counterfactual experiments indicate that actual decisions diverge from optimal decisions in at least 14.88% of the decisions and that volatility in sales is responsible for a significant part of the estimated inefficiency.

Keywords: Dynamic Programming Inventory Model, Dynamic Efficiency, Bayesian Estimation Methods

JEL Classification: C15, C25, C61, D21

1 Introduction

Dynamic efficiency measurement at the micro level has been developed in the context of models in which firms decide over continuous variables [e.g., Silva and Stefanou (2007), Nemoto and Goto (1999, 2003), Lasserre and Ouellette (1999), Ouellette and Yan (2008)]. There are, however, many situations in which the firm makes decisions over discrete rather than continuous variables (e.g., a firm decides whether to order or not some products in each period). In this paper, dynamic (profit) efficiency is investigated within a dynamic discrete choice structural model, where agents decide over discrete rather than continuous variables. We analyze a dynamic programming inventory model - in which a firm decides whether to order or not some products in each period - and develop a measure of dynamic efficiency at the product level.

Since the seminal work of Arrow et al. (1951) and Scarf (1959), dynamic models of inventory behaviour have been used to explain behaviour at a micro level (e.g., see Deneckere et al. (1996) and Hall and Rust (2000)), as well as to analyze business cycles, since recessions are, in general, associated with periods of inventory liquidations (e.g.,
see Blinder (1981) and Ramey and West (1999)). One of the frameworks that have been used to analyze inventory decisions is based on dynamic discrete choice structural models [e.g., Aguirregabiria (1999); Aguirregabiria and Mira (2010) presents an interesting survey on several applications of dynamic discrete choice models]. Aguirregabiria (1999) analyzes a discrete choice model of prices and inventory behaviour, providing insight on the dynamics of inventories and markups at a micro level. Using a dynamic discrete choice structural model, Aguirregabiria (1999) is able to perform counterfactual experiments to evaluate the impact of changes in ordering costs on firm’s decisions.

In fact, the possibility of performing counterfactual experiments, that is, to evaluate the impact of a change in structural parameters on agent’s decisions, is one of the major advantages of dynamic discrete choice structural models. In this type of models, agents are forward looking and maximize expected intertemporal payoffs. Under the principle of revealed preferences, we can use data on agent’s choices and outcomes to estimate the structural parameters. These parameters are structural in the sense that they have precise economic meanings, representing agent’s payoffs, preferences and beliefs about future events.

We use the dynamic discrete choice framework to develop a measure of dynamic efficiency in an inventory model with both variable and fixed ordering costs. The model also allows for the existence of product heterogeneity as well as efficiency heterogeneity across products by including random coefficients in the analysis. Using a dataset with weekly information on prices, sales, orders and stocks for a Portuguese firm from January 2008 to June 2009, we estimate the model with a two-stage approach. In the first stage, we provide nonparametric estimates of the transition probabilities of the state variables. In the second stage, we use the Bayesian estimation method proposed by Imai et al. (2009), which allows simultaneously for the solution of the dynamic programming problem and the estimation of the parameters. This method includes in each iteration two steps: one solves the dynamic programming model and the other employs the Markov Chain Monte Carlo (MCMC) algorithm to draw values from the posterior distributions of the parameters. We also perform counterfactual experiments to investigate what would be the firm’s optimal choices and compare them with the actual choices. The counterfactuals results indicate that the actual decisions diverge from the optimal decisions in at least 14.88% of the decisions and that volatility in sales explains a significant part of the estimated inefficiency.

The paper is organized as follows. In Section 2, we present the dynamic programming inventory model. Section 3 discusses the efficiency measurement in our model. We present the estimation method in Section 4 and the data and estimation results
are presented, respectively, in Sections 5 and 6. Our counterfactual experiments are discussed in Section 7. Section 8 concludes the paper.

2 The Inventory Model

In this Section, we present a discrete choice dynamic programming model where a multiproduct firm decides, in every period, whether to order or not each product. The firm buys its products in the wholesale market and sells the products to its clients. Time is discrete and indexed by $t$, $t = 0, \ldots, \infty$, while products are indexed by $i$, $i = 1, \ldots, N$. The decision variables, $a_{it}$, belong to a discrete, finite set $A = \{0, 1\}$, where $a_{it} = 1$ if the firm orders product $i$ in time period $t$ and $a_{it} = 0$ otherwise.

The firm’s revenue for a given product depends on the quantity of the product sold as well as the sales price. We consider that when the firm makes its ordering decisions in each time period, the sales for that period are not known, so the firm bases its decisions on expected sales. We define $p_{it}$ as the sales price of product $i$ in period $t$ and we denote expected sales in physical units by $E(y_{it})$. We also include in the firm’s expected revenue an indicator function, $E(I\{t > t_{tax\_change}\})$, that captures the effect of a VAT (value added tax) change in expected sales.

Sales are assumed to be the minimum of inventories and demand. The firm cannot sell more than the demand for a product, but it is also possible that, in the case of a positive shock in the demand, the firm cannot satisfy it with the available stock of the product. In the spirit of Aguirregabiria (1999), we assume that expected sales are equal to

$$
E(y_{it}) = d_{it}E\left(\min\left(s_{it} + \frac{q_{it}}{d_{it}}, exp\{\phi_t\}\right}\right),
$$

where $q_{it}$ represents the quantity of product $i$ ordered in period $t$, $s_{it}$ is the stock at the beginning of period $t$, $d_{it}$ is the expected demand for product $i$ in period $t$ and $\phi_t$ is an iid demand shock that is known by the firm only after it has made the order decision for that period. We consider the isoelastic expected demand $d_{it} = exp\{\eta \log (p_{it})\}$, where $\eta$ is the price elasticity of the expected demand.

In the event of a stock-out, the demand for the product is not entirely satisfied with the available stock of that product. In this case, the firm perceives a profit loss that results from the fact that some customers that cannot buy the product to the firm will buy it at alternative suppliers. We include in our model a parameter to account for the negative effect of a stock-out in profits and we specify this loss in profits as
depending on the probability of a stock-out, \( P(y_{it} = s_{it} + q_{it}) \). Given the definition of an indicator function \( I\{\xi\} = 1 \) if \( \xi \) is true and \( I\{\xi\} = 0 \) otherwise, we can define \( P(y_{it} = s_{it} + q_{it}) = E(I\{y_{it} = s_{it} + q_{it}\}) \).

The firm’s costs for a given product include storage costs and costs with the acquisition of the product. We consider that the storage cost is linear in the quantity of the product stored, \( s_{it} \). We define \( c_{it} \) as the wholesale price of product \( i \) at time period \( t \). So, \( c_{it}q_{it} \) represents the cost of the product that the firm bears when it orders \( q_{it} \) units of product \( i \) at time period \( t \). In addition to this cost, the firm also faces some ordering costs due to the existence of transportation costs and other costs associated with the ordering process. We include in our model both a fixed and a variable components in the ordering costs.

Let us represent the observed state variables by \( x_{it} \), \( x_{it} = (p_{it}, c_{it}, s_{it})' \). We assume that the sales price and wholesale price follow exogenous first-order markov processes \( f_p(p_{it+1} | p_{it}) \) and \( f_c(c_{it+1} | c_{it}) \), respectively.\(^1\) Also, the stock variable has the following transition law: \( s_{it+1} = \max\{0, s_{it} + q_{it} - y_{it}\} \).

The expected value of the current profit function for product \( i \) conditional on the decision variable \( a_{it} \) and the state variables \( x_{it} \) is given by

\[
E_\pi(a_{it}, x_{it}) = p_{it}E(y_{it} \mid x_{it}, a_{it}) (1 + \lambda E(I\{t > t_{tax\,change}\} \mid x_{it}, a_{it}))
- (c_{it} + \gamma_i)E(q_{it} \mid x_{it}, a_{it}) - \mu s_{it} - \omega_i E(I\{y_{it} = s_{it} + q_{it}\} \mid x_{it}, a_{it}) - \zeta_i a_{it}.
\]

(1.2)

Parameters in the expected value of the current profit function include the measure of the effect of a VAT change in expected sales \( \lambda \), the variable ordering cost \( \gamma_i \), the unit storage cost \( \mu \), the negative effect in profits resulting from a stock-out \( \omega_i \) and the fixed ordering cost \( \zeta_i \). While \( \lambda \) and \( \mu \) are fixed parameters, \( \gamma_i, \omega_i \) and \( \zeta_i \) are random parameters to take into account product heterogeneity. Specifically, we assume a lognormal distribution for these random parameters: \( \ln\gamma_i \sim N(\ln\gamma, \sigma_{ln\gamma}^2) \), \( \ln\omega_i \sim N(\ln\omega, \sigma_{ln\omega}^2) \) and \( \ln\zeta_i \sim N(\ln\zeta, \sigma_{ln\zeta}^2) \). Hereafter, we denote all parameters in the current profit function by \( \theta \).

Given the definition of \( E_\pi(a_{it}, x_{it}) \), we can write the current profit function for product \( i \) as

\[
\pi(a_{it}, x_{it}, \varepsilon_{it}) = E_\pi(a_{it}, x_{it}) + \varepsilon_{it}(a_{it}),
\]

(1.3)

\(^1\)The firm operates in a market with a large number of firms so it is unlikely that changes in the firm’s ordering decisions will lead to significant changes in prices. Therefore, it is reasonable to assume that \( c_{it} \) and \( p_{it} \) are exogenously determined.
where \( \varepsilon_{it}(a_{it}) \) represents the uncertainty that the econometrician has about the actual expected profits observable to the firm. We assume that \( \varepsilon_{it} \) is independent over time with type 1 extreme value distribution \( G(\varepsilon_{it}) \).

Given the state variables, the problem of the firm is to make decisions \( a_{it} \) in order to maximize the expected discounted flow of profits over time for product \( i \)

\[
E \left( \sum_{t=0}^{\infty} \delta^t \pi(a_{it}, x_{it}, \varepsilon_{it}) \right),
\]

where \( \delta \in (0, 1) \) is the discount factor.

Let \( \alpha(x_{it}, \varepsilon_{it}; \theta) \) and \( V(x_{it}, \varepsilon_{it}; \theta) \) denote the optimal decision rule and the value function of the dynamic programming problem. We can obtain the value function in a recursive fashion as

\[
V(x_{it}, \varepsilon_{it}; \theta) = \max_{a \in A} \{ \pi(x_{it}, \varepsilon_{it}) + \delta E_{x,\varepsilon} [V(x_{it+1}, \varepsilon_{it+1}; \theta) | a, x_{it}, \varepsilon_{it}] \}.
\]  (1.5)

The optimal decision rule is \( \alpha(x_{it}, \varepsilon_{it}; \theta) = \arg\max_{a \in A} \{ v(a, x_{it}, \varepsilon_{it}; \theta) \} \), where for each \( a \in A \),

\[
v(a, x_{it}, \varepsilon_{it}; \theta) \equiv E_\pi(a, x_{it}) + \varepsilon_{it}(a) + \delta E_{x,\varepsilon} [V(x_{it+1}, \varepsilon_{it+1}; \theta) | a, x_{it}, \varepsilon_{it}].
\]  (1.6)

Given the structure of the current profit function and the assumptions made about the transition probabilities of the state variables, we can rewrite problem (1.5) using the concept of integrated Bellman equation (see Aguirregabiria and Mira (2010)),

\[
V(x_{it}; \theta) \equiv \int V(x_{it}, \varepsilon_{it}; \theta) \, dG(\varepsilon_{it})
\]

\[
= \int \max_{a \in A} \{ E_\pi(a, x_{it}) + \varepsilon_{it}(a) + \delta E_{x,\varepsilon} [V(x_{it+1}; \theta) | a, x_{it}] \} \, dG(\varepsilon_{it}).
\]  (1.7)

In addition, define

\[
\bar{v}(a, x_{it}; \theta) \equiv E_\pi(a, x_{it}) + \varepsilon_{it}(a) + \delta E_{x,\varepsilon} [\bar{V}(x_{it+1}; \theta) | a, x_{it}],
\]  (1.8)

and denote the optimal rule by \( \bar{\alpha}(x_{it}, \varepsilon_{it}; \theta) = \arg\max_{a \in A} \{ \bar{v}(a, x_{it}; \theta) + \varepsilon_{it}(a) \} \).

We define the Conditional Choice Probability (CCP), which is a component of the
The likelihood function, as

\[ P(a \mid x; \theta) = \int I \{\bar{a}(x, \varepsilon; \theta) = a\} dG(\varepsilon) \]

\[ = \int I \{\bar{v}(a, x_{it}; \theta) + \varepsilon_{it}(a) > \bar{v}(a', x_{it}; \theta) + \varepsilon_{it}(a'), \forall a'\} dG(\varepsilon_{it}). \]  

(1.9)

Given that \( \varepsilon_{it} \) is independent over time with type 1 extreme value distribution \( G(\varepsilon_{it}) \), equations (1.7) and (1.9) can be expressed as (see Aguirregabiria and Mira (2010))

\[ \bar{V}(x_{it}; \theta) = \log \left( \sum_{a \in A} \exp \{\bar{v}(a, x_{it}; \theta)\} \right), \]  

(1.10)

and

\[ P(a \mid x; \theta) = \frac{\exp \{\bar{v}(a, x_{it}; \theta)\}}{\sum_{j=0}^{1} \exp \{\bar{v}(a = j, x_{it}; \theta)\}}. \]  

(1.11)

Given (1.11), we have

\[ P(a \mid x) = \int \frac{\exp \{\bar{v}(a, x_{it}; \theta)\}}{\sum_{j=0}^{1} \exp \{\bar{v}(a = j, x_{it}; \theta)\}} dF_{\theta}, \]  

(1.12)

where \( F_{\theta} \) represents the distribution of \( \theta \).

Having data on \( i = 1, ..., N \) products during \( t = 1, ..., T \) periods, we can define the (conditional) likelihood function as

\[ L(\theta) = \prod_{i=1}^{N} \prod_{t=1}^{T} \prod_{j=0}^{1} P(a \mid x; \theta)^{I\{a=j\}} \]  

(1.13)

and so the (unconditional) likelihood function is defined by

\[ L = \int \prod_{i=1}^{N} \prod_{t=1}^{T} \prod_{j=0}^{1} P(a \mid x; \theta)^{I\{a=j\}} dF_{\theta}. \]  

(1.14)

3 The Efficiency Measure

Dynamic efficiency measurement at the micro level is still in an infancy stage. Dynamic efficiency has been evaluated within models where choices are represented by
continuous variables (e.g., Silva and Stefanou (2007), Nemoto and Goto (1999, 2003), Lasserre and Ouellette (1999), Ouellette and Yan (2008), Serra et al. (2011)). For example, Silva and Stefanou (2007) develops a measure of dynamic cost efficiency within an adjustment-cost model of the firm where the firm’s choices concern the amount of variable and dynamic factors in each time period. In contrast, we attempt to develop a product-specific profit efficiency measure in the context of the dynamic discrete choice structural model presented in the previous Section. The focus here is on the decision of ordering new deliveries with the firm having only two possible choices regarding each product in each period: choosing \( a_{it} = 0 \) or \( a_{it} = 1 \). Inefficiency arises whenever the firm actually deviates from its optimal, forward-looking, rational choices, therefore getting a profit smaller than the maximum profit.

A natural way to analyze profit efficiency in a model is to include an additive term in the current profit function that can only assume non-positive values (so that in the event of inefficiency actual profits are smaller than optimal profits). This is an approach that is in the spirit of the Stochastic Frontier Analysis (e.g., see Kumbhakar and Lovell (2000)). However, in a discrete choice model “only differences in utility matter” (see Train (2009)) and such an efficiency term will not be identifiable.\(^2\)

The current profit function for product \( i \) in (1.3) represents the maximum profit that the firm obtains with product \( i \). Allowing for inefficiency in the ordering decisions, the current profit function in (1.3) is redefined as

\[
\pi(a_{it}, x_{it}, \varepsilon_{it}) = E_{\pi}(a_{it}, x_{it}) + \rho_i + \varepsilon_{it}(a_{it}),
\]

where \( \rho_i \) represents the profit loss due to inefficiency. Because \( \rho_i \) is not identifiable, we define \( \rho_i \) as a function of several observable variables, that is, \( \rho_i = (\Gamma(\beta_i) - 1) E_{\pi}(a_{it}, x_{it}) \).

Substituting \( \rho_i \) in the previous equation yields

\[
\pi(a_{it}, x_{it}, \varepsilon_{it}) = \Gamma(\beta_i) \times E_{\pi}(a_{it}, x_{it}) + \varepsilon_{it}(a_{it}), \tag{1.15}
\]

where \( \Gamma(\beta_i) \) is defined as

\[
\Gamma(\beta_i) = \begin{cases} 
\beta_i & \text{if } E_{\pi}(a_{it}, x_{it}) \geq 0 \\
1/\beta_i & \text{if } E_{\pi}(a_{it}, x_{it}) < 0
\end{cases}
\] \tag{1.16}

\(^2\)Consider the CCP defined in (1.9) and denote the profit loss due to inefficiency by \( \rho_i \). The term \( \rho_i \) will not be identifiable in our model because the CCP will be the same with or without the inclusion of \( \rho_i \). In fact, the CCP in (9) is equal to the following CCP in which \( \rho_i \) is included:

\[
P(a \mid x; \theta) = \int I \{ \psi(a, x_{it}; \theta) + \rho_i + \varepsilon_{it}(a) > \psi(a', x_{it}; \theta) + \rho_i + \varepsilon_{it}(a'), \forall a' \} dG(\varepsilon_{it}).
\]
and $0 < \beta_i \leq 1$.

The parameter $\beta_i$ is the product-specific efficiency measure. If the firm’s ordering choice regarding product $i$ is optimal, then $\beta_i = 1$; if the firm’s choice regarding product $i$ is not optimal, $\beta_i < 1$ and the firm gets a profit which is smaller than the maximum profit. So, we are considering that, in the event of inefficiency, the firm only gets a fraction of the maximum (expected) profit for the product.

It is possible that some products in some time periods are associated with negative profits. In order to deal with the possible existence of negative profits, the function $\Gamma(\beta_i)$ assumes different values for positive and negative profits. If $E_{\pi}(a_{it}, x_{it}) \geq 0$, then $0 < \Gamma(\beta_i) = \beta_i < 1$ and actual profit is equal to maximum profit only if $\beta_i = 1$; conversely, if $E_{\pi}(a_{it}, x_{it}) < 0$, then $\Gamma(\beta_i) = 1/\beta_i \geq 1$ and actual profit is less than or equal to maximum profit. In fact, if $E_{\pi}(a_{it}, x_{it}) \geq 0$, then, conditional on $a_{it}$ and $x_{it}$, the (expected) maximum profit is $1/\beta_i$ times actual profits; if $E_{\pi}(a_{it}, x_{it}) < 0$, then, conditional on $a_{it}$ and $x_{it}$, actual losses are $1/\beta_i$ times (expected) minimum losses. Note that our specification of the efficiency measure does not rule out the possibility of having $E_{\pi}(a_{it}, x_{it}) \geq 0$ and actual profit $\pi(a_{it}, x_{it}, \epsilon_{it}) < 0$ as the difference in signals may be explained by a sufficiently low $\epsilon_{it}$.

The profit function specification in (1.15) assumes no interaction between $\beta_i$ and $\epsilon_{it}(a_{it})$. This is a standard assumption in the literature on the Stochastic Frontier Analysis (e.g., see Kumbhakar and Lovell (2000)). In our model, the assumption of independence of $\beta_i$ and $\epsilon_{it}(a_{it})$ is crucial from an estimation perspective. In fact, if we did not consider such assumption, $\beta_i$ would not be identifiable.

We allow for efficiency heterogeneity across products by treating $\beta_i$ as a random parameter. Specifically, we assume a truncated normal distribution for $\beta_i$: $\beta_i \sim TN_{[0,1]}(\bar{\beta}^T, \sigma_{\beta}^2)$, where $TN$ stands for the truncated normal distribution and $[0,1]$ represents the truncation interval with the lower bound equal to zero and the upper bound equal to 1.

---

3Before the introduction of the directional technology distance function in the literature on static efficiency measurement (see Chambers et al. (1998)), which provides an additive measure of profit efficiency, there was no consensus on a profit efficiency measure (see Färe et al. (2004)). A measure of profit efficiency was, in general, defined as the ratio of actual profit over maximum profit. However, the ratio measure is not well-defined in the case of negative profits, leading to ad-hoc adjustments in this measure. For instance, Berger and Mester (1997) considers a ratio between actual and optimal profits where a positive constant is added to each firm’s profit so that profits are always positive.

4Consider the CCP defined in (1.9). With an efficiency term affecting all the current profit function, the CCP would be defined as

$$P(a \mid x; \theta) = \int I \{ \Gamma(\beta_i) \pi(a_{it}, x_{it}, \epsilon_{it}) + \delta E_{x} [\tilde{V}(\cdot) \mid a_{it}, x_{it}] > \Gamma(\beta_i) \pi(a_{it}, x_{it}, \epsilon_{it}) + \delta^* E_{x} [\tilde{V}(\cdot) \mid a_{it}, x_{it}], \forall a' \} dG(\epsilon_{it})$$

$$= \int I \{ \pi(a_{it}, x_{it}, \epsilon_{it}) + \delta^* E_{x} [\tilde{V}(\cdot) \mid a, x_{it}] > \pi(a_{it}, x_{it}, \epsilon_{it}) + \delta^* E_{x} [\tilde{V}(\cdot) \mid a', x_{it}], \forall a' \} dG(\epsilon_{it})$$

and $\delta^* = \delta / \Gamma(\beta_i)$. But $\delta^*$ is not identifiable as the discount factor in this type of models is not identifiable (e.g., see Rust (1994), Magnac and Thesmar (2002)).
We estimate the model presented in Section 2 with the current profit function specified in (1.15) and the parameters of the density function of $\beta_i$ (i.e., the average efficiency across products and the associated standard deviation).

4 Estimation Method

We use a two-stage approach to estimate the structural model. In the first stage, we estimate the transition probabilities of the state variables and the terms $E(q_{it} \mid x_{it}, a_{it})$, $E(y_{it} \mid x_{it}, a_{it})$, $E(I\{t > t_{tax\;change}\} \mid x_{it}, a_{it})$ and $E(I\{y_{it} = s_{it} + q_{it}\} \mid x_{it}, a_{it})$ using nonparametric methods (see appendix A and appendix B for details). In the second stage, we exploit the discrete choice decision to estimate the remaining parameters - conditional on the estimates obtained in the first stage - using the Bayesian estimation procedure suggested in Imai et al. (2009) and also analyzed in Ching et al. (2010). This estimation procedure involves the usage of Markov Chain Monte Carlo (MCMC) algorithms and Bayesian methods, which do not require the maximization of the likelihood function. Maximization of this function could be numerically difficult given the heterogeneity allowed in our model. Instead, the Bayesian procedure consists on specifying a prior for every parameter to be estimated and then drawing many values from the posterior distribution of the parameters conditional on the observed data.

Let us specify the priors and proposal distributions for the parameters. Recall that we have denoted all the parameters in the current profit function by $\theta$. Let us define $\theta = (\theta_i, \theta_1)$, where $\theta_i = (\gamma_i, \omega_i, \zeta_i, \beta_i)$ and $\theta_1 = (\lambda, \mu)$. We do not include the discount factor, $\delta$, because in this type of models $\delta$ is nonparametrically non-identified (see Rust (1994), Magnac and Thesmar (2002) for details). Therefore, we set $\delta = 0.985$ in the estimation process. In addition, we set $\bar{\theta} = (\ln \gamma, \ln \omega, \ln \zeta, \bar{\beta}^T)$ and $\theta_\sigma = (\sigma_{\ln \gamma}, \sigma_{\ln \omega}, \sigma_{\ln \zeta}, \sigma_{\bar{\beta}^T})$. We specify a Normal prior for each term of $\bar{\theta}$ and an Inverted Gamma prior for each term of $\theta_\sigma$. For the parameters in $\theta_1$, we use a flat prior (i.e., we set the prior to be equal to 1). Also, we define a normal random-walk proposal distribution for each term of $\theta_1$. The proposal distributions for $\theta_i$ have already been specified in Sections 2 and 3. Our goal is, therefore, to estimate the parameters in $\theta_1$, $\bar{\theta}$ and $\theta_\sigma$.

The posterior distribution of the parameters, $\Lambda(\cdot)$, is defined as

$$\Lambda(\theta_i, \theta_1, \bar{\theta}, \theta_\sigma) \propto L(\theta_i, \theta_1)pd(\theta)k(\theta_1, \bar{\theta}, \theta_\sigma).$$

\(\Lambda(\cdot)\) is proportional to the expression in the right-hand side of (1.17), which depends on the likelihood function $L(\theta_i, \theta_1)$ defined in (1.13), the priors $k(\theta_1, \bar{\theta}, \theta_\sigma)$ and the proposal
Our goal is, therefore, to repeatedly draw values from the posterior distribution (1.17), obtaining, in each iteration, one value for each parameter. In order to draw from the posterior distribution, we use Gibbs sampling, a MCMC method that consists on breaking the parameter vector in several blocks so that each block’s posterior distribution conditional on the observed data as well as on the other blocks has a convenient form to draw values from. If we repeatedly draw values from these blocks, these values eventually converge to draws from the joint distribution of the entire parameter vector defined in (1.17) (see chapter 9 of Train (2009) for details).

In each iteration, we use Gibbs sampling to break the posterior distribution (1.17) into 3 blocks. In the first block, we draw \( \bar{\theta} \) and \( \theta_\sigma \) from their conditional posterior distributions - the Normal distribution for each term of \( \bar{\theta} \) and the Inverted Gamma distribution for each term of \( \theta_\sigma \). In this block, standard procedures are used to obtain the draws (see chapter 12 of Train (2009) for details). In the second block, we draw individual parameters \( \theta_i \), whose conditional posterior distribution is proportional to

\[
\prod_{t=1}^{T} \prod_{j=0}^{1} \left( \frac{\exp(\bar{v}(a = j, x_{it}; \bar{\theta}, \theta_1))}{\sum_{k=0}^{1} \exp(\bar{v}(a = k, x_{it}; \bar{\theta}, \theta_1))} \right) I_{\{a=j\}} pd(\theta_i) k(\bar{\theta}, \theta_\sigma). \tag{1.18}
\]

To draw from (1.18), we use the Metropolis-Hastings algorithm, which is also a MCMC method (see chapter 9 of Train (2009) for details). Finally, in the third block, we draw fixed parameters \( \theta_1 \), whose conditional posterior distribution is proportional to

\[
\prod_{i=1}^{N} \prod_{t=1}^{T} \prod_{j=0}^{1} \left( \frac{\exp(\bar{v}(a = j, x_{it}; \bar{\theta}, \theta_1))}{\sum_{k=0}^{1} \exp(\bar{v}(a = k, x_{it}; \bar{\theta}, \theta_1))} \right) I_{\{a=j\}} pd(\theta_1) k(\bar{\theta}, \theta_\sigma). \tag{1.19}
\]

Again, we use the Metropolis-Hastings algorithm to draw values from (1.19).

The Gibbs sampling allows us to obtain, for each parameter, a sequence of values, one per iteration, which is used to estimate the parameters and their standard deviations. Firstly, we discard the initial values of that sequence that constitute burn-in. Then, we use the remaining values and, for each parameter, we compute the mean of the sequence of values associated with it as well as the standard deviation of those values. The computed mean is the parameter estimate and the computed standard deviation is the estimate of the standard deviation of the parameter.

Note that in order to evaluate (1.18) and (1.19), we need to compute \( \bar{v}(\cdot) \), which is defined in equation (1.8). However, \( \bar{v}(\cdot) \) is not known since it depends on the (unknown) value function. Therefore, in addition to the MCMC step to draw from the posterior
distribution, we need in each iteration a step for the computation of the value function, allowing for $\bar{v}(.)$ to be known.

In order to calculate the value function, we use the procedure suggested in Imai et al. (2009): instead of solving the Bellman equation in each iteration, we iterate it only once. By using this procedure, the estimation method solves the dynamic programming problem and simultaneously estimates the parameters.

Let us define $\theta^*_{ir}$ and $\theta^*_{1r}$ as the candidate parameters, respectively, of $\theta_i$ and $\theta_1$ used by the Metropolis-Hastings algorithm in the MCMC step in a given iteration $r$. We calculate the expected future value $E_x \left[ \bar{V}(x_{i,t+1}; \theta) \mid a, x_{it} \right]$ as the weight average of $n^*$ previous values functions, where the weights are defined by kernel densities of the difference between the candidate parameter in current iteration and the candidate parameter in previous iterations. The intuition here is that the value function is continuous in the parameter space, thus parameters which are closer to the current parameter have closer value functions. Therefore, candidate parameters closer to the current candidate parameter have more weight since the associated value functions are closer to the current value function.

Thus, for a given value of the state variables $x = (p, c, s)'$, we compute the expected future value in iteration $r$ as

$$E^r_x \bar{V}(x, \theta^*_{ir}, \theta^*_{1r}) = \sum_{l=r-n^*}^{r-1} \bar{V}^l(x, \theta^*_{il}, \theta^*_{1l}) \frac{K_h(\theta^*_{ir} - \theta^*_{il})K_h(\theta^*_{1r} - \theta^*_{1l})}{\sum_{k=r-n^*}^{r-1} K_h(\theta^*_{ir} - \theta^*_{ik})K_h(\theta^*_{1r} - \theta^*_{1k})}, \tag{1.20}$$

where $E^r_x \bar{V}(x, \theta^*_{ir}, \theta^*_{1r})$ is the approximated expected future value in iteration $r$, $K_h$ is the Gaussian kernel with bandwidth $h$ and $n^*$ is the number of past iterations used to approximate the expected future value.

Note that we have to compute (1.20) for given values of all the state variables. In order to reduce the computational burden, we make use of Rust (1997)'s random grid: instead of computing the expected future value for given values of the state variables, we randomly select in each iteration one value for $p$ and $c$ and we weight (1.20) with their transition probabilities (see Imai et al. (2009) and Ching et al. (2010) for an analysis of the conjunction of the Bayesian method proposed by Imai et al. (2009) with Rust (1997)'s random grid).

Let us define $x_1 = (p, c)'$ as the values of $p$ and $c$ in iteration $r$ and let $f_{x_1}$ represent the transition probabilities of $x_1$. Then, equation (1.20) is now replaced by
By using (1.21) instead of (1.20), we only have to compute the expected future values for given values of \( s \). We do not treat \( s \) as the other state variables since Rust (1997)'s random grid cannot be used when the transition law, given the parameters and the decision variables, is deterministic. We use the approximated expected future values obtained in (1.21) to compute \( \bar{v}(\cdot) \) defined in equation (1.8), which are then used to update the value function \( \bar{V}(\cdot) \) defined in equation (1.10).

To sum up, the Bayesian method used in this paper includes in each iteration two steps. One step employs the MCMC algorithm to draw values from the posterior distributions of the parameters. The other step allows for the solution of the dynamic programming model, using equation (1.21) to update the expected future value.

5 The Data

5.1 The Firm and the Ordering Process

Our data include information on a firm that sells alcoholic drinks and operates in the North of Portugal. The firm’s products are stocked in a single store and sold to a variety of customers located in different regions. The firm sells its products to two types of clients: firms (e.g., restaurants) and final consumers. We do not have any information regarding the sales to each type of customers. Given that a significant number of customers are firms, we believe that the sales to this type of clients represents a significant share in the firm’s total sales.

The firm does not produce any of its products; in fact, whenever it is considered adequate, the firm orders new deliveries from suppliers and sells those products to its clients. The ordering process is as follows: the firm has some regular suppliers who often meet the manager of the firm in order to define prices for all products. Whenever the firm needs more units of a given product or products, it contacts the respective supplier ordering a new delivery, and the supplier brings those products to the store.

In the ordering process, the firm bears a cost that involves the price of each product and the ordering cost. While we have no information on ordering costs, we consider that the ordering cost is composed of a fixed ordering cost \( \zeta_i \) and a variable ordering cost \( \gamma_i \). The inclusion of both fixed and variable components in the ordering cost is due to the fact that the main component of the ordering cost is the transportation cost. The
nature of the ordering process leads us to include in the transportation cost both fixed and variable components. Specifically, the transportation cost is higher, the higher the number of vans necessary to transport the requested products. However, when the firm orders a large amount of a given product, the supplier of the product makes a discount on the transportation cost or even offers it. Therefore, we include in the model a fixed ordering cost associated to the ordering process and a variable ordering cost to take into account the fact that the transportation cost is not independent of the quantity ordered.

5.2 The Database

The database contains weekly information on sales, prices, orders to suppliers and inventories for every product sold by the firm between January 2008 and June 2009. It is a balanced panel data with 66534 observations, with data on 853 different products during 78 weeks. The dataset includes the following information for every product and week: name of the product, wholesale and selling prices, sales, orders to suppliers and stock at the beginning of the week. Quantities are measured in number of bottles, while prices are measured in Euros.

Given these data, we define an ordering indicator: a binary variable \( a_{it} \) which is equal to one if the firm orders product \( i \) in time period \( t \) and equal to zero otherwise. Hence, we associate each positive value of orders to suppliers to \( a_{it} = 1 \) and no orders to \( a_{it} = 0 \).

We also compute the two indicator functions used in the model, namely \( I\{y_{it} = s_{it} + q_{it}\} \) and \( I\{t > t_{tax\_change}\} \). The term \( I\{y_{it} = s_{it} + q_{it}\} \) is a stock-out indicator function which intends to capture the (negative) effect of a stock-out in profits. We compute the tax change indicator function \( I\{t > t_{tax\_change}\} \) due to a change in the Portuguese tax policy during this period. Most of the alcoholic drinks are charged a VAT of 12%, but some of them are charged a higher VAT. In July 2008 (denoted in the model by \( t_{tax\_change} \)), the highest VAT changed from 21% to 20% and so \( I\{t > t_{tax\_change}\} \) intends to capture the effects of this tax change in expected sales. The change in tax policy in July 2008 affects 1872 observations, including 36 products and 52 weeks.

Table 1.1 presents some descriptive statistics for the variables of interest. As before, \( q \) represents quantity of product ordered, \( y \) represents sales in number of bottles, \( s \) is the stock in number of bottles, \( c \) is the wholesale price and \( p \) denotes the sales price. The firm orders some products in 71.75% of the observations and the stock-out effect occurs in 0.32% of the observations. Orders, sales and stocks have a floating behavior.
Table 1.1: Descriptive Statistics

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>Min</th>
<th>Max</th>
<th>St. Dev.</th>
<th>Skewness</th>
<th>Kurtosis</th>
<th>Pctil 25</th>
<th>Median</th>
<th>Pctil 75</th>
</tr>
</thead>
<tbody>
<tr>
<td>q</td>
<td>122.4187</td>
<td>0</td>
<td>5977</td>
<td>319.7054</td>
<td>6.6018</td>
<td>81.9889</td>
<td>0</td>
<td>12</td>
<td>55</td>
</tr>
<tr>
<td>y</td>
<td>123.5191</td>
<td>0</td>
<td>5726</td>
<td>307.7122</td>
<td>6.1818</td>
<td>72.2997</td>
<td>6</td>
<td>14</td>
<td>56</td>
</tr>
<tr>
<td>s</td>
<td>274.5006</td>
<td>0</td>
<td>4585</td>
<td>457.8707</td>
<td>3.1427</td>
<td>14.8360</td>
<td>27</td>
<td>74</td>
<td>334</td>
</tr>
<tr>
<td>c</td>
<td>3.1864</td>
<td>0.64</td>
<td>18.31</td>
<td>1.8318</td>
<td>1.7141</td>
<td>9.3755</td>
<td>1.87</td>
<td>2.88</td>
<td>3.92</td>
</tr>
<tr>
<td>p</td>
<td>4.5628</td>
<td>0.92</td>
<td>22.75</td>
<td>2.6276</td>
<td>1.5013</td>
<td>6.7938</td>
<td>2.66</td>
<td>4.12</td>
<td>5.63</td>
</tr>
</tbody>
</table>

$I\{t > t_{tax\ change}\}$

$I\{y = s + q\}$

| a    | 0.7175 | 0   | 1   | 0.4502  | -0.9663  | 1.9337  | 0        | 1      | 1        |

Table 1.1: Descriptive Statistics

<table>
<thead>
<tr>
<th>Coefficient</th>
<th>St. Error</th>
<th>z − test</th>
<th>P &gt;</th>
<th>z − test</th>
</tr>
</thead>
<tbody>
<tr>
<td>y</td>
<td>0.0009219</td>
<td>0.0001054</td>
<td>8.747</td>
<td>0.000</td>
</tr>
<tr>
<td>s</td>
<td>-0.0008462</td>
<td>0.0001057</td>
<td>-8.006</td>
<td>0.000</td>
</tr>
<tr>
<td>c</td>
<td>-0.8726403</td>
<td>0.4208984</td>
<td>-2.073</td>
<td>0.038</td>
</tr>
<tr>
<td>p</td>
<td>-0.5068481</td>
<td>0.3103980</td>
<td>-1.633</td>
<td>0.102</td>
</tr>
</tbody>
</table>

Log Likelihood = -18996.405

LR $\chi^2(4) = 174.97$  Prob > $\chi^2 = 0.000$

Table 1.2: Fixed-Effects Logit Model for the Discrete Ordering Choice ($a = 1$ or $a = 0$)

in the sense that these variables have relatively high standard deviations. In fact, these three variables seem to have a lot of low values (the median is 12 for orders, 14 for sales and 74 for stocks) and some “peaks” explaining the difference between the mean and the median (indeed, orders, sales and stocks reach maximum values of 5977, 5726 and 4585 respectively).

Interestingly, 50% of the orders are associated with a value of 12 or an even lower number of bottles. As far as transportation costs are concerned, the low median of $q$ may mean that a given supplier delivers in the same ordering process a small number of different products, since it is unlikely the firm is willing to bear a transportation cost just for the transportation of 12 bottles of a given product. Unfortunately, we do not have additional information to confirm that.

Table 1.2 presents a reduced form estimation of the discrete ordering decision. The explanatory variables in this model include sales, stocks, the wholesale price and the
sales price. The model was estimated using the Fixed-Effects Logit estimator controlling for the existence of unobserved product heterogeneity. We note that the Likelihood Ratio (LR) test clearly points out the global significance of the model. Also, the signs of the coefficients are as expected: positive for sales and negative for stocks, the wholesale price and the sales price. Interestingly, while sales, stocks and the wholesale price are significant at a significance level of 5%, the sales price coefficient is not significant. This may be related to the existence of stocks: the firm may order the products in some periods to take advantage of discounts at the wholesale market and then keep them in stock for future sales.

6 Estimation Results

We estimate the structural model drawing from the posterior distribution of the parameters in (1.17) 30000 times. We drop the first 10000 iterations and we compute the means and standard deviations using the values from iteration 10001 to 30000. We do not estimate the discount factor $\delta$, which is set equal to 0.985. The estimation results for the structural model are shown in Table 1.3.

The results show that the efficiency terms are statistically different from zero. Specifically, $\sigma_{\beta T}$ is statistically significant, suggesting there is a difference in efficiency across products. The parameter measuring losses in profits due to a stock-out is significant, although not very different across products. Interestingly, while the parameter associated with the fixed ordering cost is relevant and different across products, the parameter associated with the variable cost of ordering is neither significant nor different across products. The heterogeneity in fixed ordering costs may be explained by the fact that the firm has different suppliers for different products. In fact, although the general characteristics of the ordering process are the same for all suppliers, it is possible there are some differences in the ordering process across the suppliers, implying differences in the ordering cost. As mentioned before, we do not have detailed information on the ordering process. The decrease on taxes in July 2008 seems to have a significant impact on sales as $\lambda$ has the expected sign and is statistically significant at a significance level of 5%. In fact, the decrease on taxes implied a 32% increase on sales, suggesting this type of products is very price-sensitive. As expected, the unit storage cost $\mu$ is also statistically significant.

Note that, apart from the estimates of the fixed parameters $\lambda$ and $\mu$, the values of the coefficients in column 1 of Table 1.3 are not the final estimates of the parameters. As far as $\gamma_i$, $\omega_i$ and $\zeta_i$ are concerned, we consider a lognormal distribution and we
| Coefficient | Coefficient | St. Error | $z$-test | $P > |z\text{-test}|$ |
|-------------|-------------|-----------|-----------|-----------------|
| $\beta^T$   | 0.9346019   | 0.0677182 | 13.801    | 0.000           |
| $\sigma_{\beta^T}$ | 0.1981808 | 0.0262467 | 7.551     | 0.000           |
| $\ln\omega$ | -4.2880810  | 1.6767339 | -2.557    | 0.011           |
| $\sigma_{\ln\omega}$ | 2.0260520 | 1.6416476 | 1.234     | 0.217           |
| $\ln\gamma$ | -12.0491569 | 52.2364546 | -2.500    | 0.011           |
| $\sigma_{\ln\gamma}$ | 3.5025554 | 4.7131788 | 0.743     | 0.457           |
| $\ln\zeta$ | -0.6439362  | 0.1558840 | -4.131    | 0.000           |
| $\sigma_{\ln\zeta}$ | 1.2229760 | 0.5091166 | 2.402     | 0.016           |
| $\lambda$   | 0.3205798   | 0.1371140 | 2.338     | 0.019           |
| $\mu$       | 0.1398554   | 0.0477591 | 2.928     | 0.003           |

Table 1.3: Estimation Results for the Structural Model ($\delta = 0.985$)

<table>
<thead>
<tr>
<th>Coefficient</th>
<th>Coefficient</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\bar{\beta}$</td>
<td>0.8156247</td>
</tr>
<tr>
<td>$\sigma_\beta$</td>
<td>0.1316712</td>
</tr>
<tr>
<td>$\bar{\gamma}$</td>
<td>0.0026981</td>
</tr>
<tr>
<td>$\sigma_\gamma$</td>
<td>1.2445017</td>
</tr>
<tr>
<td>$\bar{\omega}$</td>
<td>0.5091166</td>
</tr>
<tr>
<td>$\sigma_\omega$</td>
<td>1.1094890</td>
</tr>
<tr>
<td>$\bar{\zeta}$</td>
<td>0.509212</td>
</tr>
<tr>
<td>$\sigma_\zeta$</td>
<td>2.0644642</td>
</tr>
<tr>
<td>$\bar{\lambda}$</td>
<td>0.3205798</td>
</tr>
<tr>
<td>$\mu$</td>
<td>0.1398554</td>
</tr>
</tbody>
</table>

Table 1.4: Final Values of the Means of the Parameters

parametrize it using the associated normal distribution, that is, $\gamma_i$, $\omega_i$ and $\zeta_i$ follow a lognormal distribution if and only if $\ln\gamma_i \sim N(\ln\bar{\gamma}, \sigma^2_{\ln\gamma})$, $\ln\omega_i \sim N(\ln\bar{\omega}, \sigma^2_{\ln\omega})$ and $\ln\zeta_i \sim N(\ln\bar{\zeta}, \sigma^2_{\ln\zeta})$. Therefore, we have estimated the means and standard deviations of the natural logarithm of the coefficients. By using the corresponding estimates in Table 1.3, we are able to obtain the means and standard deviations of $\gamma_i$, $\omega_i$ and $\zeta_i$ (see details in appendix C).

Similarly, we have to adjust the values of the coefficients associated to $\beta_i$. Recall that we have defined that $\beta_i \sim TN_{[0,1]}(\beta^T, \sigma_{\beta^T})$. Although we consider $\beta_i$ to follow a truncated normal distribution, the estimated mean and standard deviation do not take into account the fact that $\beta_i$ lies between 0 and 1, that is, they do not give us the mean and standard deviation of $\beta_i$ given that $0 < \beta_i \leq 1$. Therefore, we use the estimated values of $\beta^T$ and $\sigma_{\beta^T}$ to compute the adjusted values for the mean and standard deviation of $\beta_i$ (see details in appendix C).

Let us define $\bar{\beta}$, $\sigma_\beta$, $\bar{\gamma}$, $\sigma_\gamma$, $\bar{\omega}$, $\sigma_\omega$, $\bar{\zeta}$ and $\sigma_\zeta$ as the adjusted values of $\beta^T$, $\sigma_{\beta^T}$, $\ln\bar{\gamma}$, $\sigma_{\ln\gamma}$, $\ln\bar{\omega}$, $\sigma_{\ln\omega}$, $\ln\bar{\zeta}$, $\sigma_{\ln\zeta}$, $\bar{\lambda}$, $\mu$, etc.
\( \ln \omega, \sigma_{\ln \omega}, \ln \zeta \) and \( \sigma_{\ln \zeta} \). Table 1.4 shows the final values of the estimated parameters. The results in Table 1.4 show that the average product efficiency is around 81.6%, meaning that, on average, the firm obtains 81.6% of the maximum profit associated with a given product. Although there is some heterogeneity in efficiency across products, the estimated \( \sigma_{\beta} \) is not very high.

7 Counterfactual Experiments

We perform a counterfactual experiment to investigate what would be the firm’s choices if its ordering decisions were fully efficient, that is, if \( \beta_i \) were equal to 1 for all products in all time periods. In order to do so, we simulate the dynamic programming model, using all the estimates in Table 1.3, except the estimates of the mean and standard deviation associated with \( \beta_i \).

Note that in order to simulate the model, we need to compute \( E(y_{it}) \). We cannot use the nonparametric estimates of \( E(y_{it}) \) computed in our estimation process to avoid the Lucas’ critique. For the purpose of this counterfactual experiment, we use the demand estimates in appendix D to compute \( E(y_{it}) \). Also, in order to define the iid demand shock \( \phi_t \), we use the estimates of the residuals of the demand equation in appendix D.

We simulate the model using 100 replications. The results are displayed in Table 1.5. The first column in Table 1.5 refers to the percentage of orders in the dataset used to estimate the model, which are the actual decisions of the firm. The second column in Table 1.5 refers to the choices the firm would make in a full efficiency scenario. The results show that, in at least 14.88% of the cases, the firm decides to order products whereas the optimal decision would be no order. Thus, the results obtained with the estimation of the structural model and the counterfactual experiment indicate the existence of inefficiency in the decision process.

When the firm decides whether to order or not a given product in each time period, the sales in that period are not known. Thus, the firm bases the decision in the value of expected sales, which may be quite different from actual sales. In this dataset, the standard deviation of sales is relatively high in comparison with its mean (see Table 1.1), indicating that sales are relatively volatile. To explore the impact of volatility in sales on efficiency, we perform another counterfactual experiment. Our purpose is to reestimate the efficiency terms including in the model \( \text{stable sales} \). For that, we consider the actual decisions of the firm and all the estimates in Table 1.3, except the estimates of the mean and standard deviation associated with \( \beta_i \), which we intend to reestimate. We also create a new variable, \( \text{stable sales} \), which is defined, for each product, as the
Table 1.5: Results for the Counterfactual Experiment

| Coefficient | St. Error | \( z - test \) | \( P > | z - test | \) |
|-------------|-----------|------------------|------------------|
| \( \beta_T \) | 0.9985082 | 0.0759187 | 13.152 | 0.000 |
| \( \sigma_{\beta_T} \) | 0.0712272 | 0.0201570 | 3.534 | 0.000 |

Table 1.6: Results with \textit{Stable} Sales

mean of the sales of that product across all time periods. In this new variable, sales are potentially different for different products but, for each product, sales are equal in all time periods. We use \textit{stable} sales instead of actual sales to estimate the model to evaluate the impact of volatility in sales on efficiency. The results are displayed in Table 1.6.

The results show that the existence of \textit{stable} sales leads to an increase on average efficiency from 81.6% to 94.3%, suggesting that volatility in sales is responsible for a significant part of the estimated inefficiency. We also find out that the heterogeneity in efficiency across products decreases when we consider \textit{stable} sales, although it remains statistically significant.

8 Conclusion

In this paper, we develop a measure for dynamic (profit) efficiency in a dynamic discrete choice framework, in which decisions are over discrete rather than continuous variables. We analyze a dynamic programming inventory model and develop a measure of dynamic efficiency at the product level. For each product, we consider that, in the event of inefficiency, the firm only gets a fraction of the maximum (expected) profit for that product.

Using a dataset with weekly information on prices, sales, orders and stocks for a Portuguese firm from January 2008 to June 2009, we estimate the model with a two-stage approach. We find out that the average product efficiency is around 81.6%, implying that, on average, the firm obtains 81.6% of the maximum profit associated with a given product.

We also investigate what would be the firm’s choices if its ordering decisions were
fully efficient. The results show that if the firm were fully efficient, it would choose differently in at least 14.88% of the decisions. We also find out that volatility in sales is responsible for a significant part of the estimated inefficiency.

In our model, we consider that decisions over different products are separable, that is, there is no synchronization among decisions over different products so that the firm decides whether to order or not a given product on an individual basis, without taking into consideration the order decisions over other products. If there is such a synchronization effect among products, the fixed ordering cost may be shared among different products when the supplier is the same, reducing the fixed cost for any one product. So, it is possible that ignoring this synchronization effect leads to some bias in our results as the ordering behaviour for a given product may look sub-optimal: it may appear that the firm is acting non-optimally (ordering too soon or too later) while in fact it is acting rationally, trying to synchronize orders of different products to reduce the number of orders and the ordering costs. The fact that our model does not take synchronization in orders into account is due to lack of data and difficulty in implementing a model with synchronization. We do not have information on suppliers so we do not know which supplier is common to which products. Without this information, it is difficult to develop a model with synchronization among products because we do not know which are the products whose orders can or cannot be synchronized. Also, it is difficult to implement a model that takes into account synchronization in the ordering process because in this case the likelihood function is not equal to the product of the CCP for each product, as there is correlation in the ordering decisions among products.

To the best of our knowledge, this is the first paper to use a dynamic discrete choice framework to measure efficiency at a micro level. We believe that this approach is promising as it allows us to have information regarding firm efficiency that until now was only available for models with continuous decision variables. In addition, it allows us to perform counterfactual experiments and compare actual decisions with optimal decisions.

Appendix

A. Nonparametric Estimation of the Transition Probabilities of the State Variables

Following Sanchez-Mangas (2002), we generate a nonparametric estimate of \( f_p(p_{i,t+1} \mid p_{it}) \). The transition probability for \( c \), \( f_c(c_{i,t+1} \mid c_{it}) \), is defined similarly.
Let us discretize the state variables \( p_{it} \), \( c_{it} \) and \( s_{it} \): we consider \( M_1 = 13 \) cells for \( p_{it} \), \( M_2 = 12 \) cells for \( c_{it} \) and \( M_3 = 13 \) cells for \( s_{it} \), so in fact we have \( M = M_1 \times M_2 \times M_3 = 2028 \) cells.

We denote the discretized values of the state variables by \( p^c_{it} \), \( c^c_{it} \) and \( s^c_{it} \) and the values of the state variables in the \( m \)th cell by \( p^m_{it} \), \( c^m_{it} \) and \( s^m_{it} \). Let us define \( x^m = (p^m, c^m, s^m) \).

We estimate the transition probabilities for \( p \) as 

\[
\hat{\text{Prob}}(p^c_{t+1} = p^m | p^c_t = p^l) = \frac{\sum_{i=1}^{N} \sum_{t=1}^{T} I \{ p^c_{i,t+1} = p^m \} K_1(p^l, p^m)}{\sum_{i=1}^{N} \sum_{t=1}^{T} K_1(p^l, p^m)},
\]

(1.22)

for \( m, l = 1, \ldots, M_1 \). \( K_1 \) is the univariate gaussian kernel defined as

\[
K_1(p^l, p^m) = \frac{1}{(2\pi)^{1/2}} \exp \left\{ -\frac{1}{2} \left( \frac{p^l - p^m}{h_1} \right)^2 \right\},
\]

(1.23)

where \( h_1 \) is the bandwidth parameter, defined according to the Silverman’s rule.

**B. Other Nonparametric Estimates**

We follow Sanchez-Mangas (2002) to generate a nonparametric estimate of \( E(q_{it} | x_{it}, a_{it} = 1) \). For \( a_{it} = 0 \), this term is defined by \( E(q_{it} | x_{it}, a_{it} = 0) = 0 \). The nonparametric estimates of \( E(q_{it} | x_{it}, a_{it}) \), \( E(I\{y_{it} = s_{it} + q_{it}\} | x_{it}, a_{it}) \), \( E(I\{t > t_{tax\_change}\} | x_{it}, a_{it}) \) and \( E(y_{it} | x_{it}, a_{it}) \) are defined similarly to \( E(q_{it} | x_{it}, a_{it} = 1) \).

We start by discretizing the variable \( \{q_{it}; a_{it} = 1\} \); that is, we consider the variable \( q_{it} \) only for those observations in which \( q_{it} > 0 \). We use a uniform grid with \( H \) cells.

We denote the value of this discretized variable by \( q^c \) and the value of the variable in cell \( h, h = 1, \ldots, H \), by \( q^h \). We estimate \( E(q | x^m, a = 1) \), for \( m = 1, \ldots, M \) as 

\[
\sum_{h=1}^{H} q^h \hat{\text{Prob}}(q^h | x^m, a = 1),
\]

(1.24)

where 

\[
\hat{\text{Prob}}(q^h | x^m, a = 1) = \frac{\sum_{i=1}^{N} \sum_{t=1}^{T} I \{ q^h_{i,t} = q^h \} I \{ a_{i,t} = 1 \} K_3(x_{i,t}, x^m)}{\sum_{i=1}^{N} \sum_{t=1}^{T} I \{ a_{i,t} = 1 \} K_3(x_{i,t}, x^m)},
\]

(1.25)
for \( h = 1, \ldots, H \) and \( m = 1, \ldots, M \), where

\[
K_3(x_{it}, x_{im}) = \frac{1}{(2\pi)^{3/2}} \exp \left\{ -\frac{1}{2} \left[ \left( \frac{p_{it} - p_{im}}{h_1} \right)^2 + \left( \frac{c_{it} - c_{im}}{h_2} \right)^2 + \left( \frac{s_{it} - s_{im}}{h_3} \right)^2 \right] \right\}
\]  

(1.26)

is the trivariate gaussian kernel and \( h_1, h_2 \) and \( h_3 \) are defined according to the Silverman’s rule.

C. Computation of the Final Estimates of the Parameters

Here we show how to compute the final estimates of the means and standard deviations of the random coefficients from the estimated values in Table 1.3.

For all the elements of \( \bar{\theta} \) and \( \theta_\sigma \), with the exception of \( \beta^T \) and \( \sigma_\beta^T \), let us define a given value of \( \bar{\theta} \) and its corresponding standard deviation in \( \theta_\sigma \) by \( \bar{\Upsilon} \) and \( \sigma_\Upsilon \) and their adjusted values by \( \bar{\Upsilon}_c \) and \( \sigma_\Upsilon^c \). Then, the final mean and the final standard deviation of the corresponding parameter is given by (see chapter 6 of Train (2009))

\[
\bar{\Upsilon}_c = \exp(\bar{\Upsilon} + \frac{\sigma_\Upsilon^2}{2})
\]  

(1.27)

and

\[
\sigma_\Upsilon^c = \sqrt{\exp(2\bar{\Upsilon} + \sigma_\Upsilon^2) \times (\exp(\sigma_\Upsilon^2) - 1)}.
\]  

(1.28)

For \( \bar{\beta}^T \) and \( \sigma_\beta^T \), let us define the adjusted values by \( \bar{\beta} \) and \( \sigma_\beta \) respectively. We can compute such values as (see Johnson et al. (1994))

\[
\bar{\beta} = \bar{\beta}^T + \frac{\varphi \left( \frac{-\bar{\beta}^T}{\sigma_\beta^T} \right) - \varphi \left( \frac{1-\bar{\beta}^T}{\sigma_\beta^T} \right)}{\Phi \left( \frac{1-\bar{\beta}^T}{\sigma_\beta^T} \right) - \Phi \left( \frac{-\bar{\beta}^T}{\sigma_\beta^T} \right) \times \sigma_\beta^T}
\]  

(1.29)

and

\[
\sigma_\beta = \frac{\sigma_\beta^2 \times \left[ 1 + \frac{1 - \bar{\beta}^T}{\frac{1-\bar{\beta}^T}{\sigma_\beta^T} - \Phi \left( \frac{-\bar{\beta}^T}{\sigma_\beta^T} \right)} \right]}{\Phi \left( \frac{1-\bar{\beta}^T}{\sigma_\beta^T} \right) - \Phi \left( \frac{-\bar{\beta}^T}{\sigma_\beta^T} \right)},
\]  

(1.30)

where \( \varphi \) and \( \Phi \) denote the standard normal probability density function and the standard normal cumulative distribution function respectively.

D. Estimation of the Demand Parameters

For those observations where \( y_{it} < s_{it} + q_{it} \), that is, when there are no stockouts, we
follow Aguirregabiria (1999) and estimate the demand

$$\log y_{it} = \eta_i^0 + \eta \log p_{it} + \phi_{it}. \quad (1.31)$$

The estimation of equation (1.31) using standard methods poses two problems. First, there are brand fixed-effects. Second, prices may be correlated with the random component $\phi_{it}$ (see chapter 13 of Train (2009) for details) and so there is endogeneity.

In order to take into account the existence of brand-specific effects, we use first differences and estimate equation (1.31) as

$$\Delta \log y_{it} = \eta \Delta \log p_{it} + \Delta \phi_{it}. \quad (1.32)$$

We estimate equation (1.32) using Instrumental Variables (IV) in order to take into account the endogeneity in prices. We use the Two-Stages Least Squares (2SLS) estimator in which $\Delta \log p_{it}$ is instrumented by $\Delta \log p_{it-2}$ and $\Delta \log p_{it-3}$. The results are shown in Table 1.7.

The demand coefficient $\eta$ has the expected sign and it is statistically significant at the usual significance levels. The Sargan test for overidentifying restrictions shows that the null hypothesis is not rejected, pointing out the consistency of the instruments used.

| Coefficient | St. Error | $t$-test | $P > |t - test|$ |
|-------------|-----------|----------|-----------------|
| $\eta$      | -2.152188 | 0.330468 | -6.51           | 0.000           |

Sargan test $\chi^2(1) = 2.616130$ Prob $> \chi^2 = 0.1058$

Table 1.7: Results for the IV Estimation
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Abstract

We use a dynamic discrete choice framework to analyze efficiency at the firm level. We consider 
a dynamic programming machine replacement model which allows for the existence of firm het-
erogeneity as well as efficiency heterogeneity across firms. We estimate the structural parameters 
using the Bayesian estimation method proposed by Imai et al. (2009), which easily accommodates 
the existence of random parameters. Our counterfactual experiments suggest that different types 
of firms should react differently in order to be fully efficient: big firms should do more replacements 
and small firms should replace less.
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1 Introduction

Dynamic efficiency at the firm level has been evaluated within models in which 
firms decide over continuous variables (e.g., see Silva and Stefanou (2007), Nemoto 
and Goto (1999, 2003), Lasserre and Ouellette (1999), Ouellette and Yan (2008) and 
Serra et al. (2011)). For instance, Silva and Stefanou (2007) considers an adjustment-
cost model of the firm - where the firm’s choices concern the amount of variable and 
dynamic factors in each time period - and proposes a measure of dynamic cost efficiency 
within this framework. However, there are many situations in which firms do not make 
decisions over continuous variables, but rather over discrete variables. Examples include 
decisions on product ordering, patent renewal, machine replacement, price changes, 
among others.

The theoretical framework based on continuous choices may not be an adequate 
representation of firm’s behaviour when discrete choice decisions are considered. In 
fact, these decision processes are more properly analyzed using the framework based 
on the discrete choice literature. Since the seminal work of McFadden (1978) and its
extension to Markov decision problems by Rust (1987), Hotz and Miller (1993) and Aguirregabiria and Mira (2002), among others, the discrete choice framework has been used in a wide variety of applications in which agents decide over discrete variables (e.g., see Aguirregabiria and Mira (2010) for a survey on applications of discrete choice models in a dynamic environment).

In a machine replacement problem, firms have to decide, in each period, whether to replace their machines or not so that their intertemporal costs are minimized. This problem has been analyzed using the dynamic discrete choice framework (e.g., see Rust (1987), Das (1992), Kennet (1994), Miranda and Schnitkey (1995), Rust and Rothwell (1995) and Kasahara (2009)). In these models, the principle of revealed preferences and data on firms’ choices and outcomes are used to estimate the structural parameters. These parameters are structural in the sense that they have precise economic meanings, representing agent’s payoffs, preferences and beliefs about future events. One of the advantages of this approach is the possibility of performing counterfactual experiments, that is, to evaluate the impact of changes in structural parameters or exogenous variables on firms’ decisions.

In this paper, we use a dynamic discrete choice framework to analyze efficiency at the firm level. Like some of the papers on dynamic efficiency mentioned above, we consider that firms attempt to minimize intertemporal costs. In contrast with the other studies, we explicitly assume that firms make decisions over discrete variables. Specifically, we analyze a machine replacement problem and introduce a measure of dynamic efficiency in this model. Inefficiency arises whenever firms deviate from their optimal, forward-looking, rational choices, therefore getting a cost greater than the minimum cost.

In our model, the structural parameters are random parameters to allow for the existence of firm heterogeneity as well as efficiency heterogeneity across firms. We use a dataset with yearly information for 290 Portuguese manufacturing firms from 2001 to 2008 and estimate the model for all the firms in our dataset, as well as for subsamples on big and small firms. The model is estimated with a two-stage approach. In the first stage, we estimate the transition probabilities of the state variables using nonparametric methods. In the second stage, we use the method proposed by Imai et al. (2009), which is a Bayesian estimation method that allows simultaneously for the solution of the dynamic programming problem and the estimation of the parameters. This method includes two steps in each iteration: one step solves the dynamic programming model and the other one employs the Markov Chain Monte Carlo (MCMC) algorithm to draw values from the posterior distributions of the parameters. We also perform counterfactual experiments to know what would be the firms’ optimal choices and compare them.
with the actual choices. The counterfactuals results suggest that big firms should have done more replacements and small firms should have replaced less in order to be fully efficient.

The paper is organized as follows. In Section 2, we present the machine replacement model with inefficiency. We discuss the estimation method in Section 3. The data and the estimation results are reported in Sections 4 and 5, respectively. Our counterfactual experiments are discussed in Section 6. Section 7 concludes the paper.

2 The Machine Replacement Model with Inefficiency

We present a discrete choice dynamic programming model where each firm decides, in each period, whether to replace its machine or not. Time is discrete and indexed by \( t, \ t = 0, \ldots, \infty \), while firms are indexed by \( i, \ i = 1, \ldots, N \). The decision variables, \( a_{it} \), belong to a discrete, finite set \( A = \{0, 1\} \), where \( a_{it} = 1 \) if firm \( i \) replaces its machine in time period \( t \) and \( a_{it} = 0 \) otherwise. The current cost function for firm \( i \) is given by

\[
C(a_{it}, s_{it}) = a_{it}(c_{it} + \gamma_i) + \omega_i x_{it},
\]

(2.1)

where \( c_{it} \) represents the net replacement cost of the machine (i.e., the price of the new machine minus the scrap value of the machine), \( x_{it} \) is the age of the machine and \( s_{it} \) represents the observed state variables, \( s_{it} = (c_{it}, x_{it})' \).

The current cost function specified in (2.1) formalizes the trade-off associated with the machine replacement decision: a firm which decides to keep its machine saves the replacement cost, yet older machines have higher maintenance costs. Therefore, there is a trade-off between minimizing replacement costs and minimizing maintenance costs.

The net replacement cost follows an exogenous first-order markov process \( f_c(c_{it+1} | c_{it}) \). The age of the machine evolves as follows: \( x_{it+1} = (1 - a_{it}) x_{it} + 1 \).

Parameters in the current cost function include \( \gamma_i \) and \( \omega_i \). The structural parameter \( \gamma_i \) is included in total replacement costs and represents all the remaining costs (other than the net replacement cost \( c_{it} \)) that a firm bears when it decides to replace its machine. For instance, \( \gamma_i \) may represent a learning cost associated with the utilization of a new machine. The component \( \omega_i x_{it} \) represents age-specific maintenance costs.

Both parameters included in the current cost function are random parameters to take into account firm heterogeneity. We assume a lognormal distribution for \( \gamma_i, ln \gamma_i \sim N(ln \gamma, \sigma_{ln \gamma}^2) \) and a normal distribution for \( \omega_i, \omega_i \sim N(\bar{\omega}, \sigma_{\omega}^2) \).

The current cost function for firm \( i \) in (2.1) represents firm \( i \)'s minimum cost. Al-
lowing for inefficiency in the replacement decisions, the current cost function in (2.1) is redefined as

\[ C(a_{it}, s_{it}) = \beta_i \times [a_{it}(c_{it} + \gamma_i) + \omega_i x_{it}], \]

with \( \beta_i \geq 1 \). The parameter \( \beta_i \) is the firm-specific efficiency measure. If firm \( i \)'s replacement choice is optimal, then \( \beta_i = 1 \); if firm \( i \)'s replacement choice is not optimal, \( \beta_i > 1 \) and the firm gets a cost which is greater than the minimum cost.\(^1\)

We allow for efficiency heterogeneity across firms by treating \( \beta_i \) as a random parameter. Specifically, we assume a truncated normal distribution for \( \beta_i \):

\[ \beta_i \sim TN_{[1, \infty]} (\beta_T, \sigma_{\beta_T}^2), \]

where \( TN_{[1, \infty]} (\ldots) \) is the one-sided truncated normal density with lower bound 1. Hereafter, \( \theta_i = (\beta_i, \ln \gamma_i, \omega_i) \) represents all the parameters in the current cost function.

Given the state variables, the problem of a firm is to make decisions \( a_{it} \) in order to maximize the expected discounted flow of utility over time

\[ E \left( \sum_{t=0}^{\infty} \delta^t u(a_{it}, s_{it}, \varepsilon_{it}) \right), \]

where \( \delta \in (0, 1) \) is the discount factor and \( u(a_{it}, s_{it}, \varepsilon_{it}) \) is the current utility function,

\[ u(a_{it}, s_{it}, \varepsilon_{it}) = -C(a_{it}, s_{it}) + \varepsilon_{it}(a_{it}). \]

\( \varepsilon_{it}(a_{it}) \) is a random component, representing unobservable variables to the econometrician. We assume that \( \varepsilon_{it} \) is independent over time with type 1 extreme value distribution \( G(\varepsilon_{it}) \).

Let \( V(s_{it}, \varepsilon_{it}; \theta_i) \) denote the value function of the dynamic programming problem. The Bellman equation is defined as

\[ V(s_{it}, \varepsilon_{it}; \theta_i) = \max_{a \in A} \{ u(a, s_{it}, \varepsilon_{it}) + \delta E_{s, \varepsilon} [V(s_{it+1}, \varepsilon_{it+1}; \theta_i) \mid a, s_{it}, \varepsilon_{it}] \}. \quad (2.2) \]

We can rewrite problem (2.2) using the concept of integrated Bellman equation (see Aguirregabiria and Mira (2010))

\[ \bar{V}(s_{it}; \theta_i) \equiv \int V(s_{it}, \varepsilon_{it}; \theta_i) \, dG(\varepsilon_{it}) \]

\[ = \int \max_{a \in A} \{ u(a, s_{it}, \varepsilon_{it}) + \delta E_a [\bar{V}(s_{i,t+1}; \theta_i) \mid a, s_{it}] \} \, dG(\varepsilon_{it}) \]

\(^1\)We have also considered the possibility of introducing an additive component in the current cost function to measure efficiency. However, in discrete choice models “only differences in utility matter” (see Train (2009)) and such a term would not be identifiable.
\[
= \log \left( \sum_{a \in A} \exp \{ \bar{v}(a, s_{it}; \theta_i) \} \right),
\]

where the last equality results from the assumption that \( \varepsilon_{it} \) follows a type 1 extreme value distribution and

\[
\bar{v}(a, s_{it}; \theta_i) \equiv -C(a, s_{it}) + \delta E_s [\bar{V}(s_{i,t+1}; \theta_i) | a, s_{it}]. \tag{2.4}
\]

Denote the optimal rule by \( \bar{\alpha}(s_{it}, \varepsilon_{it}; \theta_i) = \arg\max_{a \in A} \{ \bar{v}(a, s_{it}; \theta_i) + \varepsilon_{it}(a) \} \). The Conditional Choice Probability (CCP), which is a component of the likelihood function, is defined as

\[
P(a | s; \theta_i) = \int I \{ \bar{\alpha}(s, \varepsilon; \theta_i) = a \} dG(\varepsilon)
\]

\[
= \int I \{ \bar{v}(a, s_{it}; \theta_i) + \varepsilon_{it}(a) > \bar{v}(a', s_{it}; \theta_i) + \varepsilon_{it}(a') \text{ for all } a' \} dG(\varepsilon_{it})
\]

\[
= \frac{\exp \{ \bar{v}(a, s_{it}; \theta_i) \}}{\sum_{j=0}^{1} \exp \{ \bar{v}(a = j, s_{it}; \theta_i) \}}. \tag{2.5}
\]

where the last equality follows from the assumption that \( \varepsilon_{it} \) follows a type 1 extreme value distribution.

Having data on \( i = 1, \ldots, N \) firms during \( t = 1, \ldots, T_i \) periods, where \( T_i \) is the number of periods firm \( i \) is observed, we can define the (conditional) likelihood function as

\[
L(\theta_i) = \prod_{i=1}^{N} \prod_{t=1}^{T_i} \prod_{j=0}^{1} P(a | s; \theta_i)^{I(a=j)}. \tag{2.6}
\]

### 3 Estimation Method

We estimate the model using a two-stage approach. In the first stage, we estimate the transition probability of \( c_{it} \) using nonparametric methods (see appendix A for details). In the second stage, we estimate the structural parameters using the Bayesian method developed in Imai et al. (2009) and also analyzed in Ching et al. (2010). This method employs Markov Chain Monte Carlo (MCMC) algorithms and Bayesian methods, which consist on specifying priors and proposal distributions for the parameters and then
drawing many values from the posterior distribution of the parameters conditional on the observed data.

Denoting all parameters in the current cost function by \( \theta_i, \theta_{\bar{}} = (\beta_i, \ln \gamma_i, \omega_i) \), set \( \bar{\theta} = (\beta^T, \ln \gamma, \overline{\omega}) \) and \( \theta_{\sigma} = (\sigma_{\beta}, \sigma_{\ln \gamma}, \sigma_{\omega}) \). We consider a Normal prior for each term of \( \bar{\theta} \) and an Inverted Gamma prior for each term of \( \theta_{\sigma} \). The proposal distributions for \( \theta_i \) have already been specified in Section 2. Our purpose is, therefore, to estimate the parameters in \( \bar{\theta} \) and \( \theta_{\sigma} \). We do not estimate the discount factor, \( \delta \), because in this type of models \( \delta \) is nonparametrically non-identified (see Rust (1994), Magnac and Thesmar (2002) for details). We assume that \( \delta \) is known and equal to 0.975.

The posterior distribution of the parameters, \( \Lambda(.) \), is defined as

\[
\Lambda(\theta_i, \bar{\theta}, \theta_{\sigma}) \propto L(\theta_i)pd(\theta_i)k(\bar{\theta}, \theta_{\sigma}),
\]

being proportional to a function that depends on the likelihood function \( L(\theta_i) \) defined in (2.6), the priors \( k(\bar{\theta}, \theta_{\sigma}) \) and the proposal distributions \( pd(\theta_i) \).

We use Gibbs sampling to draw values from the posterior distribution in (2.7). This MCMC method allows us to break the parameter vector in several blocks so that each block’s posterior distribution conditional on the observed data and on the other blocks has a convenient form to draw values from (see chapter 9 of Train (2009) for details). We break the posterior distribution in (2.7) into 2 blocks. In the first block, we draw \( \bar{\theta} \) and \( \theta_{\sigma} \) from their conditional posterior distributions - the Normal distribution for each term of \( \bar{\theta} \) and the Inverted Gamma distribution for each term of \( \theta_{\sigma} \). In this block, we make use of standard procedures to obtain the draws (see chapter 12 of Train (2009) for details). In the second block, we draw individual parameters \( \theta_i \), whose conditional posterior distribution is proportional to

\[
\prod_{t=1}^{T} \prod_{j=0}^{1} \left( \frac{\exp(\bar{v}(a = j, s_{it}; \theta_i))}{\sum_{k=0}^{1} \exp(\bar{v}(a = k, s_{it}; \theta_i))} \right)^{I\{a=j\}} pd(\theta_i)k(\bar{\theta}, \theta_{\sigma}).
\]

To draw values from (2.8), we use the Metropolis-Hastings algorithm (see chapter 9 of Train (2009) for details).

With this procedure, we obtain, for each parameter, a set of values, one per iteration, which we use to estimate the parameters and their standard deviations. We discard the initial values that constitute burn-in and compute, for each parameter, the average and the standard error of the remaining values. This average and this standard error correspond to the parameter estimate and the estimate of its standard deviation.

In order to draw from (2.8), we need to know \( \bar{v}(.) \), which is defined in (2.4). However,
\( \bar{v}(.) \) is not known since it depends on the (unknown) value function. We follow Imai et al. (2009) to compute the value function: we iterate the Bellman equation only once, instead of solving the dynamic programming problem in each iteration. Let \( \theta_{ir}^* \) denote the candidate parameter of \( \theta_i \) in a given iteration \( r \), which is used in the Metropolis-Hastings algorithm within the MCMC step. The expected future value \( E_s [ \bar{V}(s_{i,t+1}; \theta_i) \mid a, s_{it}] \) is defined as the weight average of \( n^* \) previous values functions. For a given value of the state variables, we compute the expected future value in iteration \( r \) as

\[
E_s^r \bar{V}(s, \theta_{ir}^*) = \sum_{l=r-n^*}^{r-1} \bar{V}^l(s, \theta_{il}^*) \frac{K_h(\theta_{ir}^* - \theta_{il}^*)}{\sum_{k=r-n^*}^{r-1} K_h(\theta_{ir}^* - \theta_{ik}^*)},
\]

(2.9)

where \( E_s^r \bar{V}(s, \theta_{ir}^*) \) is the approximated expected future value in iteration \( r \), \( K_h \) is the Gaussian kernel with bandwidth \( h \) and \( n^* \) is the number of past iterations used to approximate the expected future value.

The approximated expected future values defined in (2.9) allow us to compute \( \bar{v}(.) \) defined in (2.4), which are then used to update the value function \( \bar{V}(.) \) defined in (2.3).

In sum, the estimation method includes, in each iteration, two steps. In one step, we use the MCMC algorithm to draw values from the posterior distributions of the parameters. In the other step, we use equation (2.9) to update the expected future value, allowing for the solution of the dynamic programming model.

4 The Data

The data is taken from Bureau Van Dijk’s SABI database. The database includes yearly information on 290 Portuguese manufacturing firms from the textile and clothing industries between 2001 and 2008. It is an unbalanced panel with 2203 observations and 4 to 8 years of information for each firm. Table 2.1 presents more details about the number of firms and the number of observations.

The variables we use to estimate the model include the net replacement cost \( c_{it} \), the age of the machine in years, \( x_{it} \), a dummy variable, \( D_i \), indicating whether the firm is a small firm or a big firm, and the replacement decision \( a_{it} \).

With respect to the net replacement cost \( c_{it} \), we use values for machinery in Millions of Euros. Following Kasahara (2009), we assume that the scrap value is equal to zero and so \( c_{it} \) is equal to the cost of the new machine.

The Dummy variable \( D_i \) is equal to 1 if firm \( i \) is a big firm and is equal to zero otherwise. We include \( D_i \) in our dataset to investigate whether the results for small
and big firms are very different or are qualitatively the same. We use firms’ sales to
define whether the firm is a small or a big firm. A firm is considered to be a big firm if
its sales are greater than the average sales across firms; otherwise, we set $D_i = 0$ and
the firm is considered to be a small firm.

As far as the control variable is concerned, we follow Cooper et al. (1999) and Kasa-
hara (2009) and use the investment rate in equipment to define $a_{it}$. If the investment
rate is greater than 20%, then $a_{it}$ is equal to 1; otherwise, $a_{it} = 0$. Here, the investment
rate is defined as the value of equipment in current year over the corresponding value
in the previous year minus 1. For the purpose of the computation of the investment
rate, we only use values relative to machinery and equipment (i.e., values relative to,
for instance, buildings and vehicles are excluded).

Table 2.2 presents some descriptive statistics. In the data, big firms represent 24.15%
of the total number of firms. Machine replacement occurs in 30% of the observations.
The percentage of replacement is similar for both types of firms: 31.02% for big firms
and 29.68% for small firms. On average, the age of the machine is around 2.3 years and
very similar for both types of firms. This mean value is somewhat above the median
value of 2, which can be explained by the existence of older machines (the maximum
value for the age of the machine is 7 years). The net replacement cost is, on average,
1.1026 Millions of Euros and, for a significant part of the observations, it lies between
0.222 and 1.336 Millions of Euros (these values are, respectively, the 25% and 75%
percentiles). There are, however, some very low and high values: the maximum value
in our data is around 12.16 Millions of Euros and the minimum value is around 0.001
Millions of Euros. The existence of these very low and high values may explain the
difference between the median and the mean of the variable. Table 2.2 also shows that
big firms bear higher net replacement costs than small firms: the average value and the
standard deviation of the net replacement cost are higher for big firms than for small

<table>
<thead>
<tr>
<th>Total Number of Observations</th>
<th>2203</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total Number of Firms</td>
<td>290</td>
</tr>
<tr>
<td>Number of Firms with 4 Years of Data</td>
<td>1</td>
</tr>
<tr>
<td>Number of Firms with 5 Years of Data</td>
<td>6</td>
</tr>
<tr>
<td>Number of Firms with 6 Years of Data</td>
<td>28</td>
</tr>
<tr>
<td>Number of Firms with 7 Years of Data</td>
<td>39</td>
</tr>
<tr>
<td>Number of Firms with 8 Years of Data</td>
<td>216</td>
</tr>
</tbody>
</table>

Table 2.1: Number of Observations and Firms
We estimate the model drawing from the posterior distribution of the parameters in (2.7) 20000 times. We do not consider the first 10000 iterations, which constitute burn-in, and we compute the means and standard deviations of the parameters using the values from iteration 10001 to 20000. As previously stated, we do not estimate the discount factor and present results for the dynamic model (with $\delta = 0.975$) and the static model (i.e., $\delta = 0$).

Table 2.3 presents the estimation results using the entire dataset (2203 observations) for both the dynamic and static models. Note that, as far as $\beta_i$ and $\gamma_i$ are concerned, the estimates of $\overline{\beta}$, $\sigma_{\beta}$, $\ln \gamma$ and $\sigma_{\ln \gamma}$ are not our estimates of interest. As for $\beta_i$, we have defined that $\beta_i \sim TN_{1,\infty}(\overline{\beta}, \sigma_{\beta})$. Despite considering that $\beta_i$ follows a truncated normal distribution, the estimated mean and standard deviation $\overline{\beta}$ and $\sigma_{\beta}$ do not take into account the fact that $\beta_i$ is not less than 1. Thus, $\overline{\beta}$ and $\sigma_{\beta}$ are not the mean and standard deviation of $\beta_i$ given that $\beta_i \geq 1$. Let us define $\overline{\beta}$ and $\sigma_{\beta}$ as the final, corrected mean and standard deviation of $\beta_i$. We use the estimated
The results in Table 2.3 for the dynamic model show that average efficiency across firms is around 1.31, implying that, on average, firms’ actual costs are 1.31 times their minimum costs. The estimated $\sigma_\beta$ is around 0.15, suggesting that there is efficiency heterogeneity across firms. This is not surprising as the data includes different types of firms - big and small firms - with potentially different characteristics. The estimated $\bar{\gamma}$ suggests that when firms decide to replace their machines, firms bear a cost (other than the replacement cost) which, on average, is around 771.5 Euros. Also, the maintenance

|     | Coefficient | St. Error | $P > | z - test | Coefficient | St. Error | $P > | z - test |
|-----|-------------|-----------|--------------|-------------|-----------|--------------|
| $\beta^T$ | 1.3022171 0.0329280 0.000 | 1.2132087 0.0137768 0.000 |
| $\sigma_{\beta^T}$ | 0.1646140 0.0180936 0.000 | 0.1349933 0.0070161 0.000 |
| $\ln \gamma$ | -10.1531674 5.4048566 0.060 | -22.9578313 12.4532859 0.065 |
| $\sigma_{\ln \gamma}$ | 2.4437609 1.0632920 0.022 | 1.9298521 1.7318316 0.265 |
| $\bar{\gamma}$ | 0.0952807 0.0306173 0.002 | 7.5989280 7.1647563 0.289 |
| $\sigma_\omega$ | 0.2940043 0.0363423 0.000 | 1.5203975 1.2255828 0.215 |

Table 2.3: Estimation Results - All Firms

values of $\beta^T$ and $\sigma_{\beta^T}$ to obtain the estimates of $\beta$ and $\sigma_\beta$, which are reported in Table 2.3 (see details in appendix B). As far as $\gamma_i$ is concerned, we have considered a lognormal distribution and we parametrize it using the associated normal distribution, that is, $ln\gamma_i \sim N(ln\bar{\gamma}, \sigma^2_{ln\gamma})$. Consequently, we have estimated the mean and standard deviation of the natural logarithm of the coefficients. Let us define the actual mean and standard deviation of $\gamma_i$ as $\bar{\gamma}$ and $\sigma_\gamma$. In order to obtain these final, corrected mean and standard deviations of $\gamma_i$, we use the estimated values $ln\bar{\gamma}$ and $\sigma_{ln\gamma}$ (see appendix B for details).
\[ \delta = 0.975 \]

|          | Coefficient | St. Error | \( P > |z - \text{test}| \) | Coefficient | St. Error | \( P > |z - \text{test}| \) |
|----------|-------------|-----------|------------------|-------------|-----------|------------------|
| \( \beta^T \) | 1.3613247   | 0.0596631 | 0.000            | 1.1877626   | 0.0308477 | 0.000            |
| \( \sigma_{\beta} \) | 0.2630838   | 0.0339326 | 0.000            | 0.1890553   | 0.0209829 | 0.000            |
| \( \ln \gamma \) | -31.6232422 | 3.7905380 | 0.000            | -90.9757056 | 24.0383083 | 0.000            |
| \( \sigma_{\ln \gamma} \) | 3.0336787   | 1.2912939 | 0.019            | 3.3622858   | 6.8257226 | 0.622            |
| \( \bar{\sigma} \) | 0.6793233   | 0.1235447 | 0.000            | 625.664465  | 556.709328 | 0.261            |
| \( \sigma_{\omega} \) | 0.7029463   | 0.1086410 | 0.000            | 24.3877635  | 81.2569942 | 0.764            |

|          | Coefficient | St. Error | \( P > |z - \text{test}| \) | Coefficient | St. Error | \( P > |z - \text{test}| \) |
|----------|-------------|-----------|------------------|-------------|-----------|------------------|
| \( \bar{\beta} \) | 1.4059820   |           | 1.2426149        |             |           |                  |
| \( \sigma_{\beta} \) | 0.2260156   |           | 0.1497796        |             |           |                  |
| \( \bar{\gamma} \) | 0.0000000   |           | 0.0000000        |             |           |                  |
| \( \sigma_{\gamma} \) | 0.0000000   |           | 0.0000000        |             |           |                  |

<p>| | | | | | | |</p>
<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Obs.</td>
<td>532</td>
<td></td>
<td></td>
<td>532</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Log-L</td>
<td>-518.090161</td>
<td></td>
<td></td>
<td>-534.013869</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\[ LR \text{ test } \quad \chi^2(1) = 31.847415 \]
\[ P > \chi^2(1) = 0.000 \]

Table 2.4: Estimation Results - Big firms

cost parameter is, on average, around 95281 Euros, which is statistically different from zero and significantly different across firms. While this average value is relatively high, it is much lower than the average replacement cost of the machine (see Table 2.2).

Interestingly, some parameter estimates of the dynamic and static models are quite different. In fact, while the estimates of \( \sigma_{\ln \gamma} \) and \( \sigma_{\omega} \) are statistically significant in the dynamic model (at the significance level of 5%), this is not the case in the static model. Also, the estimate of \( \bar{\gamma} \) in the static model is surprisingly high in comparison with the corresponding value in the dynamic model and it is not significant at the usual significance levels, which does not occur in the dynamic model. In addition, the estimates of the average efficiency across firms is relatively different in these two models: 1.31 for the dynamic model and 1.23 for the static model.

These differences between the estimates of the dynamic and static models raise the issue of model selection, that is, which model is more accurate to explain firm behaviour given our data. We use the Myopia test - a Likelihood Ratio Test (LR Test) - to know which model is more accurate. The usage of this classical test is based on
|          | Coefficient | St. Error | \( P > | z - test |\) | Coefficient | St. Error | \( P > | z - test |\) |
|----------|-------------|-----------|-----------|-------------|-----------|-----------|
| \( \beta \) | 1.4106249   | 0.0374866 | 0.000     | 1.3333737   | 0.0336378 | 0.000     |
| \( \sigma_{\beta} \) | 0.2098812   | 0.0196476 | 0.000     | 0.1853932   | 0.0181456 | 0.000     |
| \( \ln \gamma \) | -2.7797691  | 0.8217394 | 0.001     | -6.5964089  | 6.6550349 | 0.322     |
| \( \sigma_{\ln \gamma} \) | 0.7922932   | 0.2787332 | 0.005     | 0.9865202   | 0.7710622 | 0.201     |
| \( \varpi \) | 0.0370870   | 0.0277537 | 0.182     | 2.6976548   | 2.6086462 | 0.301     |
| \( \sigma_{\omega} \) | 0.2064477   | 0.0217431 | 0.000     | 2.6086462   | 0.301     |

\[ \delta = 0.975 \]

|          | Coefficient | St. Error | \( P > | z - test |\) | Coefficient | St. Error | \( P > | z - test |\) |
|----------|-------------|-----------|-----------|-------------|-----------|-----------|
| \( \beta \) | 1.4232952   | 1.3486076 |           |             |           |           |
| \( \sigma_{\beta} \) | 0.1966898   | 0.1704699 |           |             |           |           |
| \( \varpi \) | 0.0849320   | 0.0022210 |           |             |           |           |
| \( \sigma_{\omega} \) | 0.0793717   | 0.0028499 |           |             |           |           |

\[ \delta = 0 \]

\[
\bar{\beta} = 0.975
\]

Table 2.5: Estimation Results - Small Firms

the fact that estimates obtained with the Bayesian method used in this paper converge to estimates obtained with the true posterior distribution of the parameters (see Imai et al. (2009)). In addition, the Bernstein-von Mises theorem establishes that estimates obtained with the true posterior distribution are asymptotically equivalent to estimates obtained using classical maximum likelihood procedures (e.g., see chapter 12 of Train (2009)). Thus, although the values of the likelihood function obtained with Bayesian and classic estimates may not be the same in finite samples, the two likelihoods have the same value asymptotically. Since all classical tests only have asymptotic validity, we are really no worse off when using our Bayesian estimates than when using classical maximum likelihood estimates.

The values of the log-likelihood function for both the dynamic and static models, as well as the LR test and the corresponding \( p \)-value, are shown in Table 2.3. The results clearly reject the hypothesis that the two models are identical, indicating that the dynamic model significantly improves our ability to fit the data.

Table 2.4 presents our estimation results using data only on big firms (532 observa-
tions). The results of the dynamic model show that average efficiency across big firms is around 1.41 and the maintenance cost parameter is approximately 679323 Euros, which is a very large cost. Interestingly, these estimates are bigger than the corresponding estimates for the entire dataset, that is, big firms are less efficient and have higher maintenance costs. Also, there seems to be more efficiency heterogeneity and maintenance costs heterogeneity across big firms. In addition, we found out that the estimates of $\gamma$ and $\sigma_\gamma$ are negligible.

The results in Table 2.4 for the dynamic and static models are quite different. This is true when we consider, for instance, the estimates of $\beta$ and $\sigma_\beta$ (respectively, 1.41 and 0.23 for the dynamic model and 1.24 and 0.15 for the static model), but the most significant difference is related to the estimates of $\omega$ and $\sigma_\omega$. In the dynamic model, the estimates of $\omega$ and $\sigma_\omega$ are equal to 0.68 and 0.7 Millions of Euros, respectively, which are very high values, although probably not unrealistic (as the average replacement cost is still higher than these values - see Table 2.2). In the static model, the corresponding estimates are, respectively, around 625 and 24 Millions of Euros, which are unreasonably high values. Also, the static model predicts that $\omega$ and $\sigma_\omega$ are not significant at the usual levels, which is not the case in the dynamic model. All these differences justify the use of the Myopia test, which is also presented in Table 2.4. The results indicate that the dynamic model is more capable of explaining big firms’ behaviour.

Finally, Table 2.5 reports the results using data only on small firms (1671 observations). The results of the dynamic model show that average efficiency across small firms is around 1.42, which is a value very similar to the one found for big firms (1.41). However, this value is fairly different from the one found for the entire dataset (1.31), suggesting that independent estimation for different types of firms is important. The estimate of $\omega$ is around 37087 Euros and it is not significant at the usual levels. However, the estimated $\sigma_\omega$ is statistically significant, suggesting that heterogeneity in maintenance costs across small firms is important. Interestingly, both estimates are smaller for small firms than for big firms or for the entire dataset, which seems to be reasonable. In addition, the estimated $\gamma$ is around 84932 Euros, which is a relatively high value. In fact, this value is higher than the one for big firms (which is negligible) and for the entire dataset, possibly indicating that small firms have significant learning costs with a new machine.

The results in Table 2.5 for small firms also show some differences between the estimates of dynamic and the static model. In addition to the differences in, for instance, $\beta$ and $\gamma$, we have significant differences between the estimates of $\omega$ and $\sigma_\omega$ in the two models. In particular, $\sigma_\omega$ is significant in the dynamic model, showing that hetero-
geneity matters, while it is not significant in the static model. The Myopia test reveals that dynamics is important as the dynamic model is better at explaining small firms’ behaviour than the static model.

6 Counterfactual Experiments

We perform a counterfactual experiment to know what would be the firms’ replacement choices if there were full efficiency in the decision process, that is, if $\beta_i$ were equal to one for all firms and so actual costs were equal to minimum costs. To do this, we simulate the dynamic discrete choice model, using the estimates in Tables 2.3 to 2.5, with the exception of the estimates associated with $\beta_i$.

We simulate the model using 200 replications. The results are displayed in Table 2.6. We present results for the entire dataset, as well as for big and small firms separately. The “Actual Decisions” lines refer to the actual decisions made by firms, which are displayed in our dataset. The “Full Efficiency” lines refer to the counterfactual results, that is, the choices that firms would make in a full efficiency scenario (i.e., $\beta_i$ is equal to one for all firms).

The results for the entire dataset show similar percentages of replacement for both actual and counterfactual scenarios (30.00% and 30.42%). This could lead us to conclude that firms’ actual replacement decisions are not very different from the decisions in a full efficiency scenario. However, when we distinguish big and small firms, the percentages of actual and optimal decisions appear to be quite different. While big firms have decided to replace their machines in 31.02% of the decisions, they should have made this decision in 47.56% of the observations in order to be fully efficient. As for small firms, they have decided to do a replacement in 29.68% of the observations, although they should have done it only in 21.26% of the decisions.

Our results show that big firms should have replaced more machines while small firms should have decided not to do as many replacements as they did. These are perhaps not very surprising results if we take into account our estimates in Table 2.4 and 2.5. We saw that, apart from the net replacement cost, big firms bear negligible costs when they replace a machine, although they have significant maintenance costs. On the other hand, maintenance costs for small firms are not that significant, while their learning costs can be important. Thus, it is not very surprising that efficient big firms do many replacements and efficient small firms do not replace many machines.

We also analyze the impact of changes in replacement costs on the probability of replacement and compare actual changes in the probability of replacement with the
In Figures 2.1 to 2.3 we graph how the probability of replacement changes as the replacement cost varies. The “Actual Estimates” curve presents results based on the actual estimates displayed in Tables 2.3 to 2.5 while the “Full Efficiency” curve is based on the same estimates, except for $\beta_i$, which is set equal to 1.

In Figure 2.1, we present the results for the entire dataset. Clearly, changes in replacement costs affect the probability of replacement, as when the replacement cost increases until 6 Millions of Euros, the probability of replacement decreases from around 60% to zero. Also, except for very low values of the replacement cost, the probability of replacement in the full efficiency hypothesis is always higher than the corresponding probability evaluated at the actual estimates of the parameters. This suggests that, for a significant range of the replacement cost, the efficient average firm is more likely to replace its machine than the actual average firm.

In Figure 2.2 we show the results using data only on big firms. Comparing to the previous case, the probability of replacement is higher for any value of the replacement cost. Also, it is not convex on the replacement cost for a fair range of it. Interestingly, the actual probability of replacement is much more sensitive to replacement costs than the corresponding probability in a full efficiency scenario. In fact, when compared with the efficient average big firm, the actual average big firm overestimates the probability of replacement at low replacement costs and underestimates it at high replacement costs.

Finally, Figure 2.3 reports the results for small firms. The results are fairly similar to the ones obtained for the entire dataset. In this case, the probability of replacement is always higher in the full efficiency hypothesis than the corresponding probability evaluated at the actual estimates.
Figure 2.1: Probability of Replacement - All Firms

Figure 2.2: Probability of Replacement - Big Firms
7 Conclusion

In this paper, we use the dynamic discrete choice framework to analyze efficiency at the firm level. We develop a dynamic machine replacement model in which firms attempt to minimize intertemporal costs and introduce a measure of dynamic efficiency in this model. The model allows for the existence of firm heterogeneity as well as efficiency heterogeneity across firms by considering that the structural parameters are random parameters.

We use a dataset with yearly information for 290 Portuguese manufacturing firms from 2001 to 2008 and estimate the model for all the firms in our dataset, as well as for subsamples on big and small firms. We find out that the estimated efficiency is very similar for big and small firms as the average efficiency parameter is around 1.41 for big firms and 1.42 for small firms, which means that big and small firms’ actual costs are 1.41 and 1.42 times their minimum costs, respectively. Our estimation results also reveal that different types of firms have different cost structures: on average, while big firms have significant maintenance costs and negligible learning costs, small firms bear important learning costs and statistically insignificant maintenance costs.

We perform counterfactual experiments to know what would be the firms’ optimal...
choices and compare them with the actual choices. The counterfactuals results suggest that big firms should have done more replacements and small firms should have replaced less in order to be fully efficient. We also analyze the impact of changes in replacement costs on the probability of replacement and compare actual changes in the probability of replacement with the ones we would have in a full efficiency scenario. The results show that the actual probability of replacement for the average big firm is much more sensitive to replacement costs than the corresponding probability in a full efficiency scenario and that the probability of replacement for the average small firm is always higher in the full efficiency hypothesis than the corresponding probability evaluated at the actual estimates.

We believe that the use of the dynamic discrete choice framework to evaluate efficiency at the firm level is promising as it allows us to have information regarding firm efficiency that until now was only available for models with continuous decision variables. One of the major advantages of this approach is the possibility of performing counterfactual experiments, allowing for comparisons between actual decisions and optimal decisions. This analysis makes it possible for researchers to have more information regarding firm’s decisions and payoffs, which hopefully will allow us to get a better understanding of firms’ behaviour.

Appendix

A. Nonparametric Estimation of the Transition Probability of $c_{it}$

Following Sanchez-Mangas (2002), we generate a nonparametric estimate of $f_c(c_{i,t+1} | c_{it})$. We use $M = 26$ cells to discretize the state variable $c_{it}$. Let us denote the discretized values of the state variable by $c_{it}^m$ and the values of the state variable in the $m^{th}$ cell by $c_{it}^m$.

We estimate the transition probabilities for $c$ as

$$P\hat{\text{rob}}(c_{i,t+1} = c^m | c_{i,t} = c^l) = \frac{\sum_{i=1}^{N} \sum_{t=1}^{T} I \{c_{i,t+1}^m = c_{i,t}^m\} K_1 (c_{it}, c^l)}{\sum_{i=1}^{N} \sum_{t=1}^{T} K_1 (c_{it}, c^l)},$$

for $m, l = 1, ..., 26$. $K_1$ is the univariate gaussian kernel defined as

$$K_1 (c_{it}, c^l) = \frac{1}{(2\pi)^{1/2}} exp \left\{-\frac{1}{2} \left(\frac{c_{it} - c^l}{h_1}\right)^2\right\},$$
where \( h_1 \) is the bandwidth parameter, defined according to the Silverman’s rule.

**B. Computation of the Final Estimates of the Parameters**

Here we show how to compute the final estimates of the means and standard deviations of \( \beta_i \) and \( \gamma_i \) from the estimated values in Tables 2.3 to 2.5.

For \( \overline{\beta_T} \) and \( \overline{\sigma_{\beta T}} \), let us define the adjusted values by \( \overline{\beta} \) and \( \sigma_\beta \) respectively. We can compute such values as (see Johnson et al. (1994))

\[
\overline{\beta} = \beta_T + \frac{\phi\left(\frac{1-\beta_T}{\sigma_{\beta T}}\right)}{1 - \Phi\left(\frac{1-\beta_T}{\sigma_{\beta T}}\right)} \times \sigma_{\beta T}
\]

and

\[
\sigma_\beta = \sqrt{\sigma_{\beta T} \times \left[1 - \frac{\phi\left(\frac{1-\beta_T}{\sigma_{\beta T}}\right)}{1 - \Phi\left(\frac{1-\beta_T}{\sigma_{\beta T}}\right)} \left(\frac{\phi\left(\frac{1-\beta_T}{\sigma_{\beta T}}\right)}{1 - \Phi\left(\frac{1-\beta_T}{\sigma_{\beta T}}\right)} - 1 - \beta_T\right)\right]},
\]

where \( \phi \) and \( \Phi \) denote the standard normal probability density function and the standard normal cumulative distribution function respectively.

For \( \overline{\ln \gamma} \) and \( \sigma_{\ln \gamma} \), let us define the final values as \( \gamma \) and \( \sigma_\gamma \) respectively. The final mean and the final standard deviation are given by (see chapter 6 of Train (2009))

\[
\gamma = exp(\overline{\ln \gamma} + \sigma_{\ln \gamma}^2/2)
\]

and

\[
\sigma_\gamma = \sqrt{exp(2\overline{\ln \gamma} + \sigma_{\ln \gamma}^2) \times (exp(\sigma_{\ln \gamma}^2) - 1)}.
\]
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Essay 3: Efficiency Measurement in Dynamic Discrete Choice Processes

Abstract

We use the discrete choice framework to analyze efficiency at the micro level, explicitly assuming that firms make decisions over discrete variables. We develop an efficiency measure for Single-Agent dynamic discrete choice models and for dynamic Empirical Games in which the payoff function may be the cost function, the revenue function or the profit function. The efficiency measure is illustrated with the estimation of a dynamic empirical game for the Portuguese banking industry between 2002 and 2009.
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1 Introduction

There is a vast literature on firm efficiency measurement in a static framework (e.g., see Färe et al. (2004), Das and Kumbhakar (2010), Portela and Thanassoulis (2007) and Berger et al. (2007)). Recently, there has been some promising work on evaluating firm efficiency in a dynamic environment (e.g., see Silva and Stefanou (2007), Nemoto and Goto (1999, 2003), Lasserre and Ouellette (1999), Ouellette and Yan (2008) and Serra et al. (2011)).

Efficiency measurement at the firm level - in either static or dynamic environments - has been analyzed considering that firms make decisions over continuous variables. There are, however, some situations in which firms do make decisions over discrete variables, rather than over continuous variables. Examples include decisions on product ordering, patent renewal, machine replacement, price changes, as well as situations in which firms make decisions in the presence of indivisible inputs or outputs.

Since the seminal work of McFadden (1978) and its extension to Markov decision problems by Rust (1987), Hotz and Miller (1993) and Aguirregabiria and Mira (2002), among others, the discrete choice framework has been used in a wide variety of applications in which agents decide over discrete variables. Aguirregabiria and Mira (2010)
presents an interesting survey on applications of discrete choice models in a dynamic environment.

We use the discrete choice framework to analyze firm efficiency considering that firms attempt to maximize intertemporal payoffs and make decisions over discrete variables. Inefficiency arises whenever firms deviate from their optimal choices, therefore getting an actual payoff smaller than the optimal payoff. Firstly, an efficiency measure is developed within a Single-Agent dynamic discrete choice model in which the payoff function may be the cost function, the revenue function or the profit function. Secondly, we extend our efficiency measure to dynamic Empirical Games, that is, discrete choice models in which there is strategic interaction among firms, meaning that each firm’s payoff is affected by the other firms’ decisions. We describe the Nested Pseudo Likelihood (NPL) Method proposed by Aguirregabiria and Mira (2002, 2007), which can be used to estimate Single-Agent Models and a particular class of Empirical Games. We also generalize the identification results of Aguirregabiria and Magesan (2010), which uses an extension of the NPL method to estimate more general Empirical Games.

An empirical illustration is presented involving the estimation of a dynamic empirical game and the efficiency measure for the Portuguese banking industry between 2002 and 2009. We consider that banks attempt to maximize the intertemporal revenue associated with the provision of each service. The results indicate that banks are, on average, revenue efficient, though the interaction among banks has different impacts for each service.

The paper is organized as follows. In Section 2, we develop the efficiency measure in a Single-Agent model followed by a discussion of the NPL method proposed by Aguirregabiria and Mira (2002). Section 3 discusses efficiency measurement in Empirical Games and develops a generalization of the identification results in Aguirregabiria and Magesan (2010) to a model with $N$ firms and $J$ choices. Additionally, an extension of the NPL method is discussed. The empirical illustration is developed in Section 4. Section 5 concludes the paper.

2 Single-Agent Models

2.1 A Single-Agent Model with Inefficiency

In a single-agent model, firms make decisions over discrete variables in order to maximize intertemporal payoffs. There is no strategic interaction among firms, thus a firm’s payoff does not depend on the other firms’ decisions.
Time is discrete and indexed by $t$, $t = 0, \ldots, \infty$, while firms are indexed by $i$, $i = 1, \ldots, N$. The decision variables $a_{it}$ belong to a discrete, finite set $A = \{0, 1, \ldots, J-1\}$. For firm $i$ in a given time period $t$, we denote the observable state variables by $x_{it} \in \chi$, where $\chi$ has a finite support, and the unobservable (to the econometrician) state variables by $\varepsilon_{it}$. We assume that $x_{it}$ has a discrete, finite support with transition probability function $f(x_{i,t+1} \mid a_{it}, x_{it})$, that is, beliefs about the next period values of $x_{it}$ do not depend on $\varepsilon_{it}$. Also, we consider that $\varepsilon_{it}$ are independent over time with distribution function $G(\varepsilon_{it})$.

Let us denote the current payoff function for firm $i$ by

$$
\Psi(a_{it}, x_{it}, \varepsilon_{it}; \theta') = \psi(a_{it}, x_{it}; \theta') + \varepsilon_{it}(a_{it}),
$$

(3.1)

where $\theta'$ represents the vector of parameters. This function represents firm $i$’s optimal payoff. A natural way to analyze efficiency in the model is to include an additive term in the current payoff function that ensures that optimal payoffs are greater than or equal to actual payoffs. This is an approach that is in the spirit of the Stochastic Frontier Analysis (e.g., see Kumbhakar and Lovell (2000)). However, in a discrete choice model “only differences in utility matter” (see Train (2009)) and such an inefficiency term would not be identifiable. Allowing for inefficiency, the current payoff function is redefined as

$$
\Psi(a_{it}, x_{it}, \varepsilon_{it}; \theta') = \psi(a_{it}, x_{it}; \theta') + \rho + \varepsilon_{it}(a_{it}),
$$

(3.2)

where $\rho$ represents the payoff loss due to inefficiency. Since $\rho$ is not identifiable, we define $\rho$ as a function of several observable variables, that is, $\rho = (\Gamma(\beta) - 1) \psi(a_{it}, x_{it}; \theta')$. Substituting $\rho$ in the previous equation yields

$$
\Psi(a_{it}, x_{it}, \varepsilon_{it}; \theta) = \Gamma(\beta) \times \psi(a_{it}, x_{it}; \theta') + \varepsilon_{it}(a_{it}),
$$

(3.3)

where $\Gamma(\beta)$ is a function of $\beta$, $0 < \beta \leq 1$, and $\theta = (\theta', \beta)$.

The specification of $\Gamma(\beta)$ depends on the payoff function. Let us focus on the component in (3.3) given by $\Gamma(\beta) \times \psi(a_{it}, x_{it}; \theta')$. Suppose that we are modeling the behaviour of firms that attempt to minimize costs and let $C(a_{it}, x_{it}; \theta')$ be the cost function. In the terminology of (3.3), this corresponds to define $\psi(a_{it}, x_{it}; \theta') = -C(a_{it}, x_{it}; \theta')$. We define $\Gamma(\beta) = 1/\beta$ and the firm’s actual costs can be written as $1/\beta \times C(a_{it}, x_{it}; \theta')$. If $\beta = 1$, the firm is efficient and optimal and actual costs coincide; if $0 < \beta < 1$, there is

\[\text{Since we consider likelihood-based estimation methods, it is more convenient to define } \psi(a_{it}, x_{it}; \theta) = -C(a_{it}, x_{it}; \theta) \text{ and maximize the likelihood function rather than using } C(a_{it}, x_{it}; \theta).\]
inefficiency and actual costs are greater than minimum costs.

Alternatively, we may consider that firms attempt to maximize revenue. We define
\[ \psi(a_{it}, x_{it}; \theta') = R(a_{it}, x_{it}; \theta') \]
as the (optimal) revenue function. If firms are inefficient, then the actual revenue is smaller than the maximum revenue. Thus, we define \( \Gamma(\beta) = \beta \) and the actual revenue is given by \( \beta \times R(a_{it}, x_{it}; \theta') \). If \( \beta = 1 \), firms are efficient and optimal and actual revenues coincide; if \( 0 < \beta < 1 \), there is inefficiency and the actual revenue is smaller than the maximum revenue, that is, \( \beta \times R(a_{it}, x_{it}; \theta') < R(a_{it}, x_{it}; \theta') \).

Finally, we may consider that firms attempt to maximize profits. We define the profit function as
\[ \psi(a_{it}, x_{it}; \theta') = \pi(a_{it}, x_{it}; \theta') \]
By definition, profits can be either positive or negative. To take into account the possible existence of negative profits, the function \( \Gamma(\beta) \) assumes different values for positive and negative profits. If \( \pi(a_{it}, x_{it}; \theta') \geq 0 \), then we set \( 0 < \Gamma(\beta) = \beta \leq 1 \). This ensures that actual profits are equal to maximum profits if the firm is efficient (i.e., \( \beta = 1 \)). If there is inefficiency, then \( 0 < \beta < 1 \) and actual profits are smaller than maximum profits:
\[ \beta \times \pi(a_{it}, x_{it}; \theta') < \pi(a_{it}, x_{it}; \theta') \]
If \( \pi(a_{it}, x_{it}; \theta') < 0 \), then we set \( \Gamma(\beta) = 1/\beta \geq 1 \). When there is no inefficiency (\( \beta = 1 \)), actual profits are equal to maximum profits. If there is inefficiency, then \( 0 < \beta < 1 \) and actual profits are smaller than maximum profits:
\[ 1/\beta \times \pi(a_{it}, x_{it}; \theta') < \pi(a_{it}, x_{it}; \theta') \]
since \( \pi(a_{it}, x_{it}; \theta') < 0 \).

We have defined alternative payoffs and the corresponding functions \( \Gamma(\beta) \). Given the state variables \( x_{it} \) and \( \varepsilon_{it} \), the problem of the firms is to make decisions \( a_{it} \) in order to maximize the expected discounted payoffs over time
\[
E \left( \sum_{t=0}^{\infty} \delta^t \Psi(a_{it}, x_{it}, \varepsilon_{it}; \theta) \right),
\]
where \( \Psi(a_{it}, x_{it}, \varepsilon_{it}; \theta) \) is defined in (3.3) and \( \delta \in (0, 1) \) is the discount factor.\(^2\) Let
\[ V(x_{it}, \varepsilon_{it}; \theta) \]
be the value function of the dynamic programming problem. Given the assumptions on the transition probabilities for the state variables, we can write the dynamic programming problem using the concept of integrated Bellman equation (see Aguirregabiria and Mira (2010))

\[
\bar{V}(x_{it}; \theta) \equiv \int V(x_{it}, \varepsilon_{it}; \theta) dG(\varepsilon_{it}) = \int \max_{a \in A} \left\{ \psi(a, x_{it}; \theta) + \varepsilon_{it}(a) \right\} dG(\varepsilon_{it}),
\]
where \( \psi(a, x_{it}; \theta) \equiv \Gamma(\beta) \times \psi(a, x_{it}; \theta') + \delta E_x [\bar{V}(x_{it+1}; \theta) \mid a, x_{it}] \) is the choice-specific value function. The Conditional Choice Probability (CCP) can be defined as

\(^2\)The static discrete choice model emerges here as a particular case of the dynamic model when \( \delta = 0 \).
\[ P(a \mid x; \theta) = \int I \{ \bar{v}(a, x_{it}; \theta) + \varepsilon_{it}(a) > \bar{v}(a', x_{it}; \theta) + \varepsilon_{it}(a'), \forall a' \} dG(\varepsilon_{it}). \] (3.4)

### 2.2 Identification and Estimation

Rust (1994), Magnac and Thesmar (2002) and Aguirregabiria (2010) study identification in single-agent models and prove that the dynamic discrete choice model is nonparametrically nonidentified. However, under some conditions - namely assuming a parametric specification for the current payoff function, \( \varepsilon_{it}(a_{it}) \) enters additively in the model and the transition probabilities for \( x_{it} \) and \( \varepsilon_{it} \) are independent from each other - it is possible to identify the parameters of the model (Rust (1994), Magnac and Thesmar (2002) and Aguirregabiria (2010)). The discount factor is the only parameter that remains underidentified. Thus, in general, the discount factor is not estimated and is assumed to be known by the researcher.

Several methods have been proposed to estimate dynamic discrete choice models (e.g., see Aguirregabiria and Mira (2010)). ³ We briefly describe the Nested Pseudo Likelihood (NPL) Method proposed by Aguirregabiria and Mira (2002), which is a likelihood-based method. The NPL method has been widely used in empirical analysis, namely in applications on labor economics and industrial organization (e.g., see Aguirregabiria and Mira (2010) for references on applications of the NPL method in several fields of microeconomics).

We consider that the discount factor \( \delta \) and the distribution function \( G(\varepsilon_{it}) \) are known to the researcher and that the transition probabilities for \( x_{it}, f(x_{i,t+1} \mid a_{it}, x_{it}) \), have already been estimated (e.g., using Kernel methods or simply a frequency estimator). Let us denote the vector of CCPs by \( P(\theta) = \{ P(a \mid x; \theta) : (a, x) \in A \times \chi \} \) and the vector of value functions by \( \bar{V}(\theta) = \{ \bar{V}(x; \theta) : x \in \chi \} \). Having data on \( i = 1, ..., N \) firms during \( t = 1, ..., T \) periods, the (conditional) likelihood function is defined as

\[ L(P; \theta) = \prod_{i=1}^{N} \prod_{t=1}^{T} \prod_{j=0}^{J-1} P(a \mid x; \theta)^{f(a=j)}. \] (3.5)

Note that the likelihood function in (3.5) depends on the CCP defined in (3.4), which in turn depends on the unknown value function. The choice probabilities defined

³Some of the most popular methods include Rust (1987)’s Nested Fixed Point Algorithm, Hotz and Miller (1993)’s CCP method, Aguirregabiria and Mira (2002)’s Nested Pseudo Likelihood Method and Imai et al. (2009)’s Bayesian Method.
in (3.4), $P(a \mid x; \theta)$, can be written in vector form as $P(\theta) = \Upsilon(\bar{V}(\theta))$, where $\Upsilon(.)$ maps a vector in the value function space into a vector of CCPs. Hotz and Miller (1993) proves that the mapping in (3.4) - which relates choice probabilities, $P(a \mid x; \theta)$, and differences in choice-specific value functions, $\bar{v}(x_it; \theta) = \{v(a, x_it; \theta) - v(0, x_it; \theta) : a \in A\}$ - is invertible. This means that the value functions can be written in terms of conditional choice probabilities, which in vector form can be defined as $\bar{V}(\theta) = \varphi(P(\theta))$, where $\varphi(.)$ maps a vector of CCPs into a vector in the value function space. Therefore, we can write the vector of CCPs as

$$P(\theta) = \Upsilon(\bar{V}(\theta)) = \Upsilon(\varphi(P(\theta))) \equiv \Lambda(P; \theta),$$  

(3.6)

showing that (3.4) can be expressed as a fixed point problem in the probability space.

Given the results of Hotz and Miller (1993), Aguirregabiria and Mira (2002) proposes an iterative procedure - known as the NPL Algorithm - to estimate the parameters in a dynamic (single-agent) discrete choice model. Given an initial consistent estimator for $P$, say $\hat{P}^{(0)}$, the NPL algorithm at iteration $K$ allows us to obtain $\hat{\theta}^{(K)}$ and $\hat{P}^{(K)}$ by iterating on

$$\hat{\theta}^{(K)} = \arg \max_{\theta} L(\hat{P}^{(K-1)}; \theta)$$  

(3.7)

and

$$\hat{P}^{(K)} = \Lambda(\hat{P}^{(K-1)}; \hat{\theta}^{(K)}).$$  

(3.8)

Note that, given (3.6), the likelihood function no longer depends on the value functions, as the CCPs can be written using (3.6). Aguirregabiria and Mira (2002) proves that the estimator $\hat{\theta}_{NPL}$ - obtained by iterating on (3.7) and (3.8) until convergence is achieved - is (root-$n$) consistent, asymptotically normal and asymptotically equivalent to the (partial) maximum likelihood estimator.

3 Empirical Games

3.1 An Empirical Game with Inefficiency

As in a single-agent model, in an empirical discrete game firms make decisions over discrete variables in order to maximize intertemporal payoffs. However, in an empirical game there is strategic interaction among firms, meaning that each firm’s payoff is affected by the other firms’ decisions.
Time is discrete and indexed by $t$, $t = 0, \ldots, \infty$, while firms are indexed by $i$, $i = 1, \ldots, N$. The decision of firm $i$ at period $t$ is represented by $a_{it}$, which belongs to a discrete, finite set $A = \{0, 1, \ldots, J - 1\}$ and $a_t = (a_{1t}, a_{2t}, \ldots, a_{Nt})$. For a given time period $t$, we denote the observable state variables by $x_t \in \chi$, $x_t = (x_{1t}, x_{2t}, \ldots, x_{Nt})$ and the unobservable state variables (which can be interpreted as firms’ private information) by $\varepsilon_t = (\varepsilon_{1t}, \varepsilon_{2t}, \ldots, \varepsilon_{Nt})$. We assume that $x_t$ has a discrete, finite support with transition probability function $f(x_{t+1} \mid a_t, x_t)$, that is, beliefs about the next period values of $x_t$ do not depend on $\varepsilon_t$. Also, we consider that $\varepsilon_{it}$ are independent over time and across firms with distribution $G(\varepsilon_{it})$.

Let us denote the current payoff function for firm $i$ by

$$\Psi(a_{it}, a_{-it}, x_t, \varepsilon_{it}; \theta') = \psi(a_{it}, a_{-it}, x_t; \theta') + \varepsilon_{it}(a_{it}),$$

where $a_{-it}$ represents the actions of all players (other than $i$) in period $t$ and $\theta'$ represents the vector of parameters. This function represents firm $i$’s actual behaviour and can be interpreted as firms’ private information) by $\varepsilon_t = (\varepsilon_{1t}, \varepsilon_{2t}, \ldots, \varepsilon_{Nt})$. We assume that $x_t$ has a discrete, finite support with transition probability function $f(x_{t+1} \mid a_t, x_t)$, that is, beliefs about the next period values of $x_t$ do not depend on $\varepsilon_t$. Also, we consider that $\varepsilon_{it}$ are independent over time and across firms with distribution $G(\varepsilon_{it})$.

Let us denote the current payoff function for firm $i$ by

$$\Psi(a_{it}, a_{-it}, x_t, \varepsilon_{it}; \theta') = \psi(a_{it}, a_{-it}, x_t; \theta') + \varepsilon_{it}(a_{it}),$$

where $a_{-it}$ represents the actions of all players (other than $i$) in period $t$ and $\theta'$ represents the vector of parameters. This function represents firm $i$’s actual behaviour and can be interpreted as firms’ private information) by $\varepsilon_t = (\varepsilon_{1t}, \varepsilon_{2t}, \ldots, \varepsilon_{Nt})$. We assume that $x_t$ has a discrete, finite support with transition probability function $f(x_{t+1} \mid a_t, x_t)$, that is, beliefs about the next period values of $x_t$ do not depend on $\varepsilon_t$. Also, we consider that $\varepsilon_{it}$ are independent over time and across firms with distribution $G(\varepsilon_{it})$.

As before, the specification of $\Gamma(\beta)$ depends on the definition of the payoff function. If we consider that firms attempt to minimize costs, we define $\Gamma(\beta) = 1/\beta$ and $\psi(a_{it}, a_{-it}, x_t; \theta') = -C(a_{it}, a_{-it}, x_t; \theta')$. Alternatively, if firms attempt to maximize the revenue, then we define $\Gamma(\beta) = \beta$ and $\psi(a_{it}, a_{-it}, x_t; \theta') = R(a_{it}, a_{-it}, x_t; \theta')$. Finally, we may consider that firms attempt to maximize profits and, in this case, we define $\psi(a_{it}, a_{-it}, x_t; \theta') = \pi(a_{it}, a_{-it}, x_t; \theta')$. If $\pi(a_{it}, a_{-it}, x_t; \theta') \geq 0$, then we set $\Gamma(\beta) = \beta$; if $\pi(a_{it}, a_{-it}, x_t; \theta') < 0$, then $\Gamma(\beta) = 1/\beta$.

Firm $i$’s payoff depends on the actions taken by the other firms. Since the firms’ decisions in a given time period are taken simultaneously, firm $i$ does not know the other firms’ decisions. Let $\sigma_i(x_t, \varepsilon_{it}; \theta)$ be the strategy function of firm $i$. Given this strategy function, the CCP for firm $i$ represents firm $i$’s actual behaviour and can be defined by

$$P_i(a \mid x; \theta) = \int I\{\sigma_i(x_t, \varepsilon_{it}; \theta) = a\}dG(\varepsilon_{it}).$$

Note that firm $i$ does not observe the actual behaviour of the other firms when
making its decision in a given time period, that is, firm $i$ does not know $\sigma_j(x_t, \varepsilon_{jt}; \theta)$ and $P_j(a \mid x; \theta)$, $\forall j \neq i$. Thus, we define firm $i$’s beliefs about the behaviour of the other firms. Let $b_{ij}(x_t, \varepsilon_{jt}; \theta)$ represent firm $i$’s beliefs about the strategy function of firm $j$. The CCP associated with beliefs $b_{ij}(x_t, \varepsilon_{jt}; \theta)$ is given by

$$B_{ij}(a \mid x; \theta) = \int I\{b_{ij}(x_t, \varepsilon_{jt}; \theta) = a\} dG(\varepsilon_{jt}).$$

Given (3.12), firm $i$’s current expected payoff is defined by

$$E_{\psi}(a_{it}, x_t, \varepsilon_{it}; \theta) = \sum_{a_{-it} \in A^{N-1}} \left( \prod_{j \neq i} B_{ij}(a_{-it}[j] \mid x; \theta) \right) \Psi(a_{it}, a_{-it}, x_t, \varepsilon_{it}; \theta),$$

where $a_{-it}[j]$ represents the $j$th firm’s element in $a_{-it}$ and $A^{N-1} = \prod_{j \neq i} A$.

Given our definition of $\Psi(a_{it}, a_{-it}, x_t, \varepsilon_{it}; \theta)$ in (3.10), we can write (3.13) as

$$E_{\psi}(a_{it}, x_t, \varepsilon_{it}; \theta) = \Gamma(\beta) \times \left[ \sum_{a_{-it} \in A^{N-1}} \left( \prod_{j \neq i} B_{ij}(a_{-it}[j] \mid x; \theta) \right) \psi(a_{it}, a_{-it}, x_t; \theta') \right] + \varepsilon_{it}(a_{it})$$

$$= \Gamma(\beta) \times E_{\psi}(a_{it}, x_t; \theta') + \varepsilon_{it}(a_{it}),$$

where

$$E_{\psi}(a_{it}, x_t; \theta') = \sum_{a_{-it} \in A^{N-1}} \left( \prod_{j \neq i} B_{ij}(a_{-it}[j] \mid x; \theta) \right) \psi(a_{it}, a_{-it}, x_t; \theta').$$

Given the state variables ($x_t$ and $\varepsilon_{it}$) and beliefs $B_{ij}(., \forall j \neq i)$, the problem of firm $i$ is to make decisions $a_{it}$ in order to maximize the expected discounted payoffs over time $E(\sum_{t=0}^{\infty} \delta^t E_{\psi}(a_{it}, x_t, \varepsilon_{it}; \theta))$, where $E_{\psi}(a_{it}, x_t, \varepsilon_{it}; \theta)$ is defined in (3.14) and $\delta \in (0, 1)$ is the discount factor.

\footnote{For instance, if there are only 2 firms, firm $i$ and firm $j$, then $a_{-it}$ only includes the actions for firm $j \neq i$, that is, $a_{-it} = a_{jt}$. In this case, (3.13) is equivalent to $E_{\psi}(a_{it}, x_t, \varepsilon_{it}; \theta) = \sum_{a_{jt}} B_{ij}(a_{jt} \mid x; \theta) \Psi(a_{it}, a_{-it} = a_{jt}, x_t, \varepsilon_{it}; \theta)$.}

\footnote{The static empirical game emerges here as a particular case of the dynamic game when $\delta = 0$.}
programming problem. Given the assumptions on the transition probabilities for the state variables, we can write the dynamic programming problem using the concept of integrated Bellman equation (see Aguirregabiria and Mira (2010))

\[
\bar{V}_i(x_t; \theta) \equiv \hat{V}_i(x_t, \varepsilon_{it}; \theta) \equiv \max_{a \in A} \{ \bar{v}_i(a, x_t; \theta) + \varepsilon_{it}(a) \} \ dG(\varepsilon_{it}),
\]

where \( \bar{v}_i(a, x_t; \theta) \equiv \Gamma(\beta) \times E_{\psi}(a, x_t; \theta') + \delta E_{X} \left[ \bar{V}_i(x_{t+1}; \theta) \mid a, x_t \right] \) is the choice-specific value function and the expectation \( E_{X}(.) \) is taken over the distribution

\[
E_{f}(x_{t+1} \mid a_{it}, x_t) = \sum_{a_{it} \in A_{it}^{-1}} \left( \prod_{j \neq i} B_{ij}(a_{it}[j] \mid x; \theta) \right) f(x_{t+1} \mid a_t = (a_{it}, a_{it-1}, x_t)).
\]

The CCP for firm \( i \) - which reflects firm \( i \) actual behaviour as defined in (3.11) - can be defined as

\[
P_i(a \mid x; \theta) = \int I \left\{ \bar{v}_i(a, x_t; \theta) + \varepsilon_{it}(a) > \bar{v}_i(a', x_t; \theta) + \varepsilon_{it}(a'), \ \forall a' \right\} dG(\varepsilon_{it}).
\]

### 3.2 Identification and Estimation

Identification and estimation of empirical games have been analyzed assuming that beliefs are in equilibrium, that is, \( B_{ij}(a \mid x; \theta) = P_j(a \mid x; \theta), \forall x \) and \( \forall i \neq j \) (e.g., see Aguirregabiria and Mira (2007), Bajari et al. (2007), Pakes et al. (2007) and Pesendorfer and Schmidt-Dengler (2008)). To the best of our knowledge, Aguirregabiria and Magesan (2010) is the only study that investigates identification and estimation of empirical games without imposing that restriction.

Aguirregabiria and Magesan (2010) presents identification results for a model with 2 firms and 2 actions. We extend their results to the general model with \( N \) firms and \( J \) choices. For comparability purposes, we discuss identification using the setup of Aguirregabiria and Magesan (2010), that is, considering that \( \Psi(a_{it} = 0, a_{it}, x_{t}, \varepsilon_{it}; \theta) = 0 \). As discussed in Aguirregabiria and Magesan (2010), the identification results do not depend on this specific normalization of the payoff function. In fact, any other normalization of the payoff function could be used since in discrete choice models “only differences in utility matter”.

Let us assume that \( f(x_{t+1} \mid a_t, x_t) \) and \( \delta \) are known and consider the following
Assumptions:

**Assumption 1 (Exclusion Restriction):** Let \( x_t = (w_t, s_{1t}, s_{2t}, \ldots, s_{Nt}) \), where \( w_t \) represents a vector of state variables common to all firms and \( s_{it} \) represents firm \( i \)'s specific state variable. Firm \( i \)'s payoff function, \( \Psi(a_{it}, a_{-it}, x_t, \varepsilon_{it}; \theta) \), does not depend on \( s_{jt}, \forall j \neq i \), that is,

\[
\Psi(a_{it}, a_{-it}, x_t, \varepsilon_{it}; \theta) = \Psi(a_{it}, a_{-it}, w_t, s_{it}, \varepsilon_{it}; \theta).
\]

**Assumption 2 (No Strategic Uncertainty at J 'extreme' points):** For every firm \( j \), there are \( J \) values for \( s_{jt} - s_{jt}^1, s_{jt}^2, \ldots, s_{jt}^J \) - such that for every value of \( (w_t, s_{1t}, \ldots, s_{j-1t}, s_{j+1t}, \ldots, s_{Nt}) \) the beliefs are in equilibrium, that is, \( \forall z = 1, \ldots, J \) and \( \forall i \neq j \) we have

\[
B_{ij}(a | w_t, s_{1t}, \ldots, s_{j-1t}, s_{jt}^z, s_{j+1t}, \ldots, s_{Nt}; \theta) = P_j(a | w_t, s_{1t}, \ldots, s_{j-1t}, s_{jt}^z, s_{j+1t}, \ldots, s_{Nt}; \theta).
\]

**Assumption 3 (No Difference in Information among Rivals):** The beliefs of firm \( i \) about the strategy function of firm \( j \) are equal to those made by firm \( k \), \( i \neq k \neq j \), that is, for any firm \( j \) we have

\[
B_{1j}(a | x; \theta) = \cdots = B_{j-1j}(a | x; \theta) = B_{j+1j}(a | x; \theta) = \cdots = B_{Nj}(a | x; \theta) = B_j(a | x; \theta).
\]

Assumption 1 is a standard assumption in empirical dynamic games (e.g., see Pesendorfer and Schmidt-Dengler (2008)) and states that, although a firm’s payoff may depend on the other firms’ actions, it does not depend on the other firms’ specific state variable. Pesendorfer and Schmidt-Dengler (2008) shows that if beliefs are always in equilibrium, Assumption 1 is a sufficient condition to guarantee nonparametric identification of the model.

Assumption 2 is a generalization of Aguirregabiria and Magesan (2010)’s “No Strategic Uncertainty at 2 ‘extreme’ points” assumption. According to this assumption, it is recognized that firms’ beliefs may not be always in equilibrium - that is, there are situations in which \( B_{ij}(.) \neq P_j(.) \) - but there are some ‘extreme’ values for each firm’s state variable for which beliefs are in equilibrium, that is, there is no strategic uncertainty. Aguirregabiria and Magesan (2010) shows that Assumptions 1 and the “No Strategic Uncertainty at 2 ‘extreme’ points” assumption are sufficient to nonparametrically identify the model with 2 firms and 2 actions.
Assumption 3 establishes that firm $i$’s beliefs about the behaviour of firm $j$ may not be in equilibrium, but those beliefs are not different from the beliefs made by any other rival of firm $j$. All the firms (other than firm $j$) have the same information regarding firm $j$ and so have the same beliefs about its behaviour.

Given Assumptions 1-3, Proposition 1 establishes our identification result for the general model with $N$ firms and $J$ actions:

**Proposition 1** Suppose there is sufficient variability in the data and that $f(x_{t+1} \mid a_t, x_t)$ and $\delta$ are known. Then, under Assumptions 1-3, the model is identified.

The proof of Proposition 1 is in appendix A.

In order to estimate the model, we use an extension of the NPL method. Aguirregabiria and Mira (2007) extends the NPL method from single-agent models to dynamic games; Aguirregabiria and Magesan (2010) analyzes a model with 2 firms and 2 actions and extends the NPL method to estimate a dynamic game in which beliefs may not be in equilibrium.

We consider an estimation procedure in the context of a parametric payoff function and follow Aguirregabiria and Magesan (2010) in the details of the estimation method. Let us denote the vector of CCPs by $P(\theta) = \{P_i(a \mid x; \theta) : (a, x) \in A \times \chi_i, \forall i = 1, ..., N\}$ and the vector of beliefs by $B(\theta) = \{B_i(a \mid x; \theta) : (a, x) \in A \times \chi_i, \forall i = 1, ..., N\}$.

Having data on $i = 1, ..., N$ firms during $t = 1, ..., T$ periods, the (conditional) likelihood function is defined as

$$L(P, B; \theta) = \prod_{i=1}^{N} \prod_{t=1}^{T} \prod_{j=0}^{J-1} P_i(a \mid x; \theta)^{I_{\{a=j\}}}.$$  \hspace{1cm} (3.18)

Note that the likelihood function in (3.18) depends on the CCP and beliefs defined in (3.11) and (3.12), but does not depend on the value function, since we can use the Hotz and Miller (1993)’s invertibility property in a similar way as we did in single-agent models.

Given an initial consistent estimator for $P$ and $B$, say $\hat{P}^{(0)}$ and $\hat{B}^{(0)}$, the extension of the NPL algorithm allows us to obtain $\hat{\theta}^{(K)}$, $\hat{P}^{(K)}$, and $\hat{B}^{(K)}$ at iteration $K$ by performing the following 4 steps:

(i) Update of the structural parameters:
\[
\hat{\theta}^{(K)} = \arg \max_{\theta} \; L(\hat{P}^{(K-1)}, \hat{B}^{(K-1)}; \theta) \tag{3.19}
\]

(ii) Update of CCP functions:

\[
\hat{P}^{(K)} = \Lambda(\hat{P}^{(K-1)}; \hat{\theta}^{(K)}) \tag{3.20}
\]

(iii) Update of value functions: use Hotz and Miller (1993)'s invertibility property to write the differences in choice-specific value functions, \( \tilde{v}_i(x_{it}; \theta) = \{ \bar{v}_i(a, x_{it}; \theta) - \bar{v}_i(0, x_{it}; \theta) : a \in A \} \), as a function of the CCPs and then use (3.16) to update the value functions. For instance, if we have a model with 2 choices (\( a_{it} = 0 \) and \( a_{it} = 1 \)) and \( \varepsilon_{it} \) follows an iid extreme value distribution, then the integrated value function for a given firm \( i \) will be equal to

\[
\bar{V}_i^{(K)}(x_t; \theta) = -\log(1 - P_i^{(K)}(a = 1 \mid x; \theta)) + \bar{v}_i^{(K)}(0, x_{it}; \theta). \tag{3.21}
\]

(iv) Update of beliefs: let us define

\[
q_i(a \mid x; \theta) = G^{-1}(P_i(a \mid x; \theta)) - \delta E_x' \left[ \tilde{V}_i(x_{t+1}; \theta) \mid a, x \right],
\]

where the expectation \( E_x'(.) \) is taken over the distribution \( E_f(x_{t+1} \mid a, x_t) - E_f(x_{t+1} \mid a = 0, x_t) \). Once the CCPs and value functions are set, we know the values for \( q_i(a \mid x; \theta) \), that is, at iteration \( K \) we have

\[
q_i^{(K)}(a \mid x; \theta) = G^{-1}(P_i^{(K)}(a \mid x; \theta)) - \delta E_x' \left[ \bar{V}_i^{(K)}(x_{t+1}; \theta) \mid a, x \right]. \tag{3.22}
\]

Given the definition of \( q_i(a \mid x; \theta) \), we can write

\[
q_i(a \mid x; \theta) = \Gamma(\beta) \times [E_{\psi}(a_{it} = a, x; \theta') - E_{\psi}(a_{it} = 0, x; \theta')],
\]

that is,

\[
q_i(a \mid x; \theta) = \sum_{a_{-it} \in A^{N-1}} \left( \prod_{j \neq i} B_j(a_{-it}[j] \mid x; \theta) \right) \left[ \Gamma(\beta) \times (\psi(a_{it} = a, .) - \psi(a_{it} = 0, .)) \right],
\]

and defining \( \psi'(a_{it} = a, a_{-it}, x; \theta') = \Gamma(\beta) \times (\psi(a_{it} = a, a_{-it}, x; \theta') - \psi(a_{it} = 0, a_{-it}, x; \theta')) \), we have
\begin{equation}
q_i(a \mid x; \theta) = \sum_{a_{-it} \in A_{N-1}} \left( \prod_{j \neq i} B_j(a_{-it}[j] \mid x; \theta) \right) \psi'(a_{it} = a, a_{-it}, x; \theta').
\end{equation}

(3.23)

Given the parametric specification for the current payoff function, the structural parameters and the value for the state variables, \( \psi'(a_{it} = a, a_{-it}, x; \theta') \) in (3.23) is known.

Let us define \( q(\theta) = \{ q_i(a \mid x; \theta) : (a, x) \in A_{-0} \times \chi, \forall i = 1, ..., N \} \), where \( q_i(a \mid x; \theta) \) is defined in (3.23), \( A_{-0} = A \setminus \{0\} \), and denote the dimension of the space \( \chi \) by \( |\chi| \).

Given (3.23), \( q(\theta) \) represents a system of \( (J-1) \times N \times |\chi| \) equations on \( (J-1) \times N \times |\chi| \) beliefs, say \( q(\theta) = \Xi(B(\theta)) \).

Under Assumptions 1-3, we update beliefs at iteration \( K \) as follows:

- for those values of beliefs such that Assumption 2 applies, we set for every firm \( j \)
  \[ B_j^{(K)}(a \mid s_j^z; \theta) = P_j^{(K)}(a \mid s_j^z; \theta). \]

(3.24)

- for all the other values of beliefs we make use of the relationship in (3.23) and get the values for beliefs from the values of \( q(\theta) \), that is,
  \[ B^{(K)} = \Xi^{-1}(q^{(K)}(\theta^{(K)})). \]

(3.25)

By iterating on \((i)\) to \((iv)\), we obtain the estimator \( \hat{\theta}^* \), which is a (root-\( n \)) consistent and asymptotically normal estimator (see Aguirregabiria and Magesan (2010)).

4 Empirical Illustration

4.1 The Model

We illustrate the efficiency measure with the estimation of a dynamic empirical game for the Portuguese banking industry. We consider that, in every period, banks provide several services and choose whether to charge a regular or discount price for each service in order to maximize the expected discounted revenue over time associated with each service. We have information that allows us to compute the revenue associated with each service, but we are not able to compute the cost of each service. The available
information on costs consider a bank as a whole and there is no detailed information regarding the cost of each service separately.

For a given service and time period, each bank may charge either a regular price or a discount price. Banks prefer to charge regular prices rather than discount prices as regular prices allow them to get a greater revenue. However, if other banks charge discount prices for the same service, a bank charging a regular price perceives a loss in sales because some of its clients may decide to buy the service at other banks. Similarly, a bank that charges a discount price for a given service perceives a gain in sales when other banks are charging regular prices for the same service. Thus, for each bank, the revenue associated with a given service depends on the price decisions of the other banks, meaning that there is strategic interaction among banks.

For a given bank $i$, service $m$ and time period $t$, the decision variable $a_{imt}$ belongs to $A = \{0, 1\}$, where $a_{imt} = 1$ if a regular price is charged and $a_{imt} = 0$ if a discount price is charged. Let $R(a_{imt}) \equiv R(a_{imt}, a_{-imt}, D_{imt}, \varepsilon_{imt}; \theta)$ denote the optimal current revenue function. We define this function as

$$
R(a_{imt}) = p_{mt} D_{imt} (1 - \alpha_m I\{a_{imt} = 1\} \sum_{j \neq i} I\{a_{jmt} = 0\} \\
+ \gamma_m I\{a_{imt} = 0\} \sum_{j \neq i} I\{a_{jmt} = 1\}) + \varepsilon_{imt},
$$

where $p_{mt}$ represents the expected price charged for service $m$ in time period $t$ conditional on the decision variable $a_{imt}$, $D_{imt}$ denotes potential sales of bank $i$ for service $m$ at period $t$, $I\{}$ is the indicator function and $\varepsilon_{imt}$ is the random component, which we consider to be independent over time with type 1 extreme value distribution.

Actual sales may be different from potential sales $D_{imt}$ if banks charge different prices for the same service, since some clients are expected to move from banks that are charging a regular price to banks charging a discount price for the same service. Thus, we include in the specification of the optimal revenue function the service-specific parameters $\alpha_m$ and $\gamma_m$ to take into account differences in prices across banks. The parameter $\alpha_m$ measures the percentage loss in sales faced by a bank charging a regular price for service $m$ when one more rival is charging a discount price for that service. Similarly, the parameter $\gamma_m$ measures the percentage gain in sales obtained by a bank charging a discount price for service $m$ when one more rival is charging a regular price for that service.

Allowing for inefficiency, the current revenue function is redefined as:
\[
R(a_{imt}) = \beta_m p_{mt} D_{imt}(1 - \alpha_m I\{a_{imt} = 1\}\sum_{j\neq i} I\{a_{jmt} = 0\}) \\
+ \gamma_m I\{a_{imt} = 0\}\sum_{j\neq i} I\{a_{jmt} = 1\}) + \varepsilon_{imt}
\] (3.26)

and \(0 < \beta_m \leq 1\) is the service-specific inefficiency measure.

As for the state variable \(D_{imt}\), we define a parametric specification for its transition probability:

\[
D_{imt+1} = \mu_{1m} D_{imt} + \mu_{2m} a_{imt} + \mu_{3m} \sum_{j\neq i} I\{a_{jmt} = 1\} + \mu_{4m} \sum_{j\neq i} I\{a_{jmt} = 0\} + u_{it},
\] (3.27)

where \(\mu_{1m}, \mu_{2m}, \mu_{3m}\) and \(\mu_{4m}\) are service-specific parameters that capture the effect of current potential sales, bank’s choice and rivals’ behaviour on \(D_{imt+1}\). We define \(u_{it} = u_{i}^{*} + u_{it}^{**}\), where \(u_{i}^{*}\) represents a bank fixed effect that is constant over time and \(u_{it}^{**}\) is an iid component. To take into account the fixed effect \(u_{i}^{*}\), we estimate (3.27) using the Arellano-Bond estimator (Arellano and Bond (1991)).

### 4.2 The Specification of Outputs and the Data

Banking technology is characterized by multiple inputs and multiple outputs. The specification of inputs and outputs for banks is not consensual in the banking literature. There are two main approaches to measure outputs and inputs: the production approach and the intermediation approach (e.g., Berger and Humphrey (1992, 1997)). The former approach has been used by, for example, Kuussaari and Vesala (1995); the latter approach has been employed by Portela and Thanassoulis (2005), Feng and Serletis (2009), among others. There are some studies that employ both approaches for comparison purposes (e.g., Berger et al. (1997)); others employ both approaches to select the inputs and outputs (e.g., Das and Kumbhakar (2010)).

Under the production approach, banks are assumed to perform transactions and process financial documents or providing counseling services to customers. According to this approach, outputs are measured by the number and type of transactions processed over a given time period (e.g., number of deposit accounts, number of loans provided). Inputs under this approach are measured by physical variables (e.g., labor and capital)

\(6\)Given the relatively small number of observations in our dataset, discussed in the next Section, and the well-known curse of dimensionality underlying nonparametric methods, we consider a parametric specification.
or their corresponding costs. Interest costs are excluded because only the operational process is relevant. On the other hand, under the intermediation approach, banks are viewed as providers of financial intermediation services consisting in the collection of deposits and other liabilities and their application in interest-earning assets (e.g., loans, securities). Outputs, under this approach, are measured by loans and other major assets; inputs are measured by operational and interest costs. The role of deposits is controversial. Deposits can be viewed as an input since generate interest payments and investible funds. Yet, deposits can also be considered as an output since they are associated with services provided to depositors such as liquidity and safekeeping. Three variants of the intermediation approach – the user cost approach, the asset approach and the value-added approach – are used in the literature (e.g., Berger and Humphrey (1992)). All these approaches focus on the intermediation activity of banks and, in general, loans and other major assets of banks are measured as outputs. According to the user cost approach, a financial product is an output if the financial return on an asset is greater than the opportunity cost of the funds or if the financial costs of a liability are less than the opportunity cost; otherwise the financial product is considered an input. Under the asset approach, deposits and other liabilities as well as other resources (e.g., labor and capital) are treated as inputs and outputs include only the bank assets (e.g., Färe et al. (2004); Allen and Liu (2007); Berger et al. (2007)). In general, under the value-added approach, the major categories of deposits and loans are considered outputs because they contribute to a significant proportion of the value-added (e.g., Drake et al. (2006); Epure et al. (2011)).

Focusing on the intermediation role of banks, we adopt the asset approach to define the banking activity. Accordingly, we assume that banks provide three types of services: credit, financial services associated with their operational activity and securities portfolios. For notational simplicity, hereafter we denote these services as services 1, 2 and 3, respectively. Credit is defined by bank’s loans and we use received commissions to compute the values for financial services. Securities portfolios include cash and balances at Central Banks, bonds, other fixed income securities, shares and other variable income securities.

Our database is a balanced panel data with 360 observations that includes yearly information for 15 Portuguese commercial banks from 2002 to 2009. The data is taken from several issues of the Boletim Informativo, a yearly publication of the Portuguese Banking Association (Associação Portuguesa de Bancos) that gathers information at the bank level and covers virtually 100% of the banking activity in Portugal. In 2005, the information in Boletim Informativo is subjected to some changes in methodology, which may have an
card from our sample the information for banks whose main activity is not related with commercial banking (e.g., investment banks) and consider only commercial banks for which there is information between 2002 and 2009. The banks in our sample represent more than 92.5% of the total volume of transactions for commercial banks in Portugal in each year.

The information in the Boletim Informativo allows us to get the prices for each service as well as to compute each bank’s potential sales. Prices are expressed in percentage and potential sales are measured in 1000 Millions of Euros. The price of credit is determined as the ratio of interest receivable and similar income over loans and the price of financial services is computed as the ratio of commissions over costumer accounts, loans and advances to costumers. The price of securities portfolios is calculated as the ratio of income from securities, profit minus losses from financial transactions and other operating income over securities portfolios. A regular price \( a_{imt} = 1 \) is a price greater than or equal to the average price across banks for a given service and a discount price \( a_{imt} = 0 \) is a price below that average. We define potential sales \( D_{imt} \) as \( D_{imt} = T_{mt} \times m_{imt-1} \), where \( T_{mt} \) is a measure of market size - defined as the total volume of transactions for service \( m \) in period \( t \) - and \( m_{imt-1} \) is bank \( i \)'s market share for service \( m \) in period \( t - 1 \). Thus, we are assuming that if there are no differences in prices among banks, clients will buy the services to the same bank they did in the past as they have no incentives to move to another bank. In this case, each bank keeps its position in the market (i.e., its market share) and each bank’s sales are defined by the bank’s market share in the previous period and the total volume of transactions that the clients are willing to do in the current period.

Table 3.1 presents some descriptive statistics. Potential sales \( D_{imt} \) appear to be relatively volatile since the standard deviation for each service is high in comparison with the corresponding mean. Also, banks charge discount prices in more than 50% of the observations (regular prices are charged in 42.5%, 41.67% and 30% of the observations effect on how some of the variables are computed. Since we use data before and after 2005, our results should be seen with some caution.
for services 1, 2 and 3, respectively).

### 4.3 Results

As for the transition probability of the state variable $D_{int}$, we have taken advantage that $\sum_{j \neq i} I\{a_{jmt} = 1\} = 14 - \sum_{j \neq i} I\{a_{jmt} = 0\}$, which results from the fact that we have 15 banks in our dataset. Therefore, the transition probability of $D_{int}$ in (3.27) can be written as

$$D_{int+1} = \mu_1 m D_{int} + \mu_2 m a_{int} + \mu_3 m \left[ 14 - \sum_{j \neq i} I\{a_{jmt} = 0\} \right] + \mu_4 m \sum_{j \neq i} I\{a_{jmt} = 0\} + u_{it}$$

and so the equation we use in estimation is

$$D_{int+1} = \mu_1 m D_{int} + \mu_2 m a_{int} + \mu_3^* m + \mu_4^* m \sum_{j \neq i} I\{a_{jmt} = 0\} + u_{it},$$

where $\mu_3^* m = 14 \mu_3 m$ and $\mu_4^* m = \mu_4 m - \mu_3 m$.

Table 3.2 presents the results for the transition probability of potential sales for each service. All the coefficients have the expected signal and are statistically significant at the 5% significance level.

We use the values displayed in Table 3.2 to estimate the dynamic empirical game with the current revenue function given in (3.26). We do not estimate the discount factor, which we consider to be equal to 0.975. The coefficient estimates, bootstrapped standard errors and associated $p$-values are shown in Table 3.3. The results indicate that banks are, on average, revenue efficient as the estimate of $\beta$ for each service is not significantly different from 1.

The estimates of $\gamma$ and $\alpha$ are quite different for each service. As for service 1, when one more rival sets a regular price, there is an average increase of 0.18% in the revenue of a bank charging a discount price; on the other hand, when one more rival sets a discount price, there is an average decrease of 6.72% in the revenue of a bank charging a regular price. Thus, a bank charging a discount price for service 1 benefits from having some of its rivals setting regular prices; however, this gain on sales is less than the loss on sales faced by the bank when it charges a regular price and some of the rivals are charging discount prices. This means that, on average, banks have little benefit when they charge lower prices than its rivals but have heavy losses when they charge higher
prices than the rivals.

The results for service 2 are somewhat different from those obtained for service 1. In fact, the average increase in the revenue of a bank charging a discount price is now of 3.1%, while the average decrease in the revenue of a bank charging a regular price is equal to 1.72%. These results suggest that, on average, the benefit of a bank that charges lower prices than its rivals is not very different from the loss that the bank has when it charges higher prices than the rivals.

As for service 3, the estimates indicate that when one more rival sets a regular price, there is not a significant increase in the revenue of a bank charging a discount price. Conversely, when one more rival sets a discount price, there is an average decrease of 19.55% in the revenue of a bank charging a regular price. This is a big effect, which probably justifies the relatively low percentage of regular prices for service 3 in our data (30%).

We note that our results should be seen with some caution as we have a relatively small number of observations in our dataset. In fact, we only have 8 observations for each bank and 120 observations for each service. Given that we estimate the dynamic model with only 360 observations, this small number of observations may affect our results.

Table 3.2: Results for the Transition Probability of $D_{mnt}$

<table>
<thead>
<tr>
<th>Service 1: Credit</th>
<th>Service 2: Financial Services</th>
<th>Service 3: Securities</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coefficient</td>
<td>St. Error</td>
<td>Coefficient</td>
</tr>
<tr>
<td>$\mu_1$</td>
<td>1.0390</td>
<td>0.0006</td>
</tr>
<tr>
<td>$\mu_2$</td>
<td>-0.4935</td>
<td>0.0909</td>
</tr>
<tr>
<td>$\mu_3$</td>
<td>0.3395</td>
<td>0.0310</td>
</tr>
<tr>
<td>$\mu_4$</td>
<td>-0.0526</td>
<td>0.0056</td>
</tr>
</tbody>
</table>

Table 3.3: Estimation Results ($\delta = 0.975$)

<table>
<thead>
<tr>
<th>Service 1: Credit</th>
<th>Service 2: Financial Services</th>
<th>Service 3: Securities</th>
</tr>
</thead>
<tbody>
<tr>
<td>Coefficient</td>
<td>St. Error</td>
<td>p-value</td>
</tr>
<tr>
<td>$\beta$</td>
<td>0.9992</td>
<td>0.0135</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>0.0018</td>
<td>0.0002</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>0.0672</td>
<td>0.0047</td>
</tr>
</tbody>
</table>
5 Conclusion

Firms make decisions over continuous as well as over discrete variables. While there have been many studies investigating firm efficiency within models in which firms make decisions over continuous variables, little attempt has been made to evaluate firm efficiency in situations in which firms make decisions over discrete variables.

In this paper, we explicitly consider that firms make decisions over discrete variables and develop an efficiency measure within the dynamic discrete choice framework. We firstly analyze how to measure firm efficiency within a Single-Agent model, in which firms’s decisions do not have any effect on the other firms’ payoff, meaning that there is no strategic interaction among firms. Then, we proceed to dynamic Empirical Games, in which strategic interaction among firms is explicitly considered, meaning that each firm’s payoff is affected by the other firms’ decisions. For both types of discrete choice models - with and without strategic interaction among firms - we discuss how to evaluate firm efficiency for different payoff functions (e.g., cost function, profit function).

We illustrate the efficiency measure with the estimation of a dynamic empirical game for the Portuguese banking industry between 2002 and 2009. We consider that banks attempt to maximize the expected discounted revenue over time associated with each service. The results indicate that banks are, on average, revenue efficient, though the interaction among banks has different impacts for each service.

Appendix A

Proof of Proposition 1

We follow Pesendorfer and Schmidt-Dengler (2008) and Aguirregabiria and Magesan (2010). Pesendorfer and Schmidt-Dengler (2008) shows that an empirical dynamic game is identified if the number of restrictions in the model is greater than or equal to the number of unknown parameters. This is because the equilibrium conditions of the model can be rephrased as a system of equations that are linear in the parameters. Then, the identification problem consists on comparing the number of equations of the system (the restrictions in the model) with the number of unknown parameters. Aguirregabiria and Magesan (2010) shows that, under Assumption 1 and the “No Strategic Uncertainty at 2 ’extreme’ points” assumption, the order condition for identification is satisfied for the model with 2 firms and 2 actions. We show that, under Assumptions 1-3, the order condition for identification also holds for the general model with $N$ firms and $J$ actions.
Suppose that \( f(x_{t+1} \mid a_t, x_t) \) and \( \delta \) are known or have been estimated elsewhere. Let us denote the state space of \( x_t = (w_{t}, s_{1t}, s_{2t}, \ldots, s_{Nt}) \), \( w_{t} \) and \( s_{it}, \forall i \), as \( \chi, \omega \) and \( \mathcal{S} \), respectively, so that we have \( \chi = \omega \times \mathcal{S}^N \). Let \( |\chi|, |\omega| \) and \( |\mathcal{S}| \) denote the dimension or number of elements in the space \( \chi, \omega \) and \( \mathcal{S} \), respectively.

Let us compare the number of restrictions in the model and the number of unknown parameters for a given firm \( i \). The model restrictions are defined in \( P_i(a \mid x; \theta) \). If we do not impose Assumptions 1-3, we have \( (J-1) \chi \) restrictions, the number of unknown parameters in the payoff function is \( J^{N-1}(J-1) \chi \) and the number of unknown parameters in beliefs is \( (J-1)(N-1) \chi \). Thus, the model is not identified as the number of restrictions is smaller than the number of unknown parameters, i.e., \( |\chi| < \left[ J^{N-1} + (N-1) \right] |\chi| \).

If Assumption 1 holds, then the number of unknown parameters in the payoff function is now equal to \( J^{N-1}(J-1) \omega \| \mathcal{S} \). However, the model is not identified as the number of restrictions is still smaller than the number of unknown parameters, that is, \( |\chi| < (N-1) + J^{N-1} \omega \| \mathcal{S} \). \( (3.28) \)

Note, however, that if beliefs are always in equilibrium, then the first term in the right-hand side of \( (3.28) \) vanishes and the model is identified as the number of restrictions would be greater than the number of unknown parameters: \( |\chi| \geq J^{N-1} \omega \| \mathcal{S} \), which is satisfied if \( |\mathcal{S}| \geq J \).

If we add Assumption 2, then the number of unknown parameters in beliefs is equal to \( (N-1) \left[ (J-1) \chi - J(J-1) \omega \| \mathcal{S} \right] \), but the general model remains not identified as the number of restrictions remains smaller than the number of unknown parameters, that is, \( |\chi| < (N-1) \chi - (N-1) \omega \| \mathcal{S} \) \( J \mathcal{S} \) \( |\mathcal{S}|^{N-2} - J^{N-1} \). \( (3.29) \)

Note that if \( N = J = 2 \), as considered in Aguirregabiria and Magesan (2010), the model is identified as the relationship in \( (3.29) \) would be reduced to \( |\chi| = |\chi| \).

Adding Assumption 3, the number of unknown parameters in beliefs becomes equal to \( (J-1) \chi - J(J-1) \omega \| \mathcal{S} \) \( |\mathcal{S}| \). Given that the beliefs made about the behaviour of every firm \( j \) are equal among rivals, we only need information on one of firm \( j \)’s rivals to identify the beliefs of the other firm \( j \)’s rivals. This assumption allows to identify the beliefs about the behaviour of every firm. In this case, the order condition for identification is satisfied as the number of restrictions is no longer smaller than the number of unknown parameters, that is, we have
\[ | \chi \| \geq | \chi | - | \omega | |_S | [J | S |^{N-2} - J^{N-1}] . \tag{3.30} \]

The order condition for identification (3.30) is satisfied as long as \(| S | \geq J\). Thus, under Assumptions 1-3, and given that \(| S | \geq J\), the model with \(N\) firms and \(J\) actions is nonparametrically identified.
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