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Abstract
The elaboration of computational blocks using declarative models, typical of functional languages, allows the use of a parameterized template for the hardware design. This paper shows how such a template can be created, for the hardware implementation of computational blocks based on a declarative model, and how it can be used to provide design space exploration alternatives and hardware acceleration for Erlang based embedded systems. The template uses a flexible TCL preprocessor for the HDL generation and control of the design space alternatives.

1. Introduction
The use of custom hardware to implement functional or declarative languages has been studied by many. This research was usually oriented to the complete implementation of functional languages in hardware, like the elaboration of a LISP based microprocessor [1] or the creation of machines such as SKIM [2] and the parallel execution of functional programs [3]. This area of research is a consequence of study of High Level Computer Architectures in the 1970-1980 decades [4].

Different functional languages have been applied to hardware description tasks, such as Lava [5], Shard [6] or BlueSpec [7], but the majority of work that tries to apply high-level languages to hardware description uses imperative (and object-oriented) languages or derivatives such as C, C++, and Java.

The “absence of state” in functional languages [8], is usually a shock for programmers fluent only in imperative programming languages. However, in parallel architectures the existence of state, means that the state must be shared among different execution threads (or similar abstractions), originating many difficult problems [9].

A very different parallel computing model is used on the Erlang functional language [10] where a system is built from independent processes, not sharing any state and communicating only by message passing. This has a strong resemblance to hardware design, where one can build a system from different hardware blocks, without a global physical memory, using point to point connections, crossbars or networks-on-chip for communication.

The heterogeneous architecture of an Erlang system based has two interesting characteristics:

- It has a strong similarity to hardware.
- It has no strong coupling between the different processes.

This might mean that a Erlang based system, could be mapped entirely into heterogeneous hardware computational blocks. That would be very interesting. However, a more achievable task is the mapping into hardware of only some of those processes, selected considering the requirements of the full system.

As the coupling between the different processes is done by the messages, as long as the same messages arrive in the same format, with the same data, and a “process” does the same work, the “process” can be “migrated” from software to hardware without changes on the rest of the system.

In this paper some different implementation alternatives for those computational blocks, are presented together with a set of tools that facilitate their creation, use and test. This will allow the design space exploration of FPGA implemented coprocessors for Erlang based embedded systems.

2. The general template
The translation into a state machine template of a general function expressed in a declarative form (usually tail recursive) is described in [11]. In the remainder of this article the Erlang language is used for the source code examples. On listing 1 there is a small Erlang code fragment that implements the greatest common divider algorithm, with line numbers added for reference purposes.

```
1: gcd(A, B) when A<B -> gcd(B, A);
2: gcd(A, 0) -> A;
3: gcd(A, B) -> gcd(A-B, B).
```

Listing 1 – A sample Erlang greatest common divider (GCD) function

An Erlang function is composed by a series of clauses (lines of code) and each clause has:

- A condition, that may be explicit or implicit.
- An action, that specifies the steps to be executed if the associated condition is true.

The conditions are tested sequentially, and the first one found to be true triggers the execution of the associated action. Translated into common English, the above code fragment can be written as:
1. If the first argument of the function (A) is smaller than the second (B), swap them and call again the same function.

2. If the second argument (B) is zero, then the result of the function is the first argument (A) and the function execution ends here.

3. Call again the function but replacing the first argument (A) with the difference between both arguments (A-B).

On the first clause, there is an explicit condition (A<B). On the second clause the condition is implicit (B==0), and on the last clause one can assume also the presence of an implicit (true) condition.

As an example the execution of the function call gcd(15,25) can be traced as done in table 1.

<table>
<thead>
<tr>
<th>Call</th>
<th>Clause</th>
<th>Matches</th>
<th>Result</th>
</tr>
</thead>
<tbody>
<tr>
<td>gcd(15,25)</td>
<td>1</td>
<td>Yes</td>
<td>gcd(25,15)</td>
</tr>
<tr>
<td>gcd(25,15)</td>
<td>1</td>
<td>No</td>
<td>See next clause</td>
</tr>
<tr>
<td>gcd(25,15)</td>
<td>2</td>
<td>No</td>
<td>See next clause</td>
</tr>
<tr>
<td>gcd(10,15)</td>
<td>3</td>
<td>Yes</td>
<td>gcd(25-15,15)</td>
</tr>
<tr>
<td>gcd(15,10)</td>
<td>1</td>
<td>Yes</td>
<td>gcd(15,10)</td>
</tr>
<tr>
<td>gcd(15,10)</td>
<td>2</td>
<td>No</td>
<td>See next clause</td>
</tr>
<tr>
<td>gcd(15,10)</td>
<td>3</td>
<td>Yes</td>
<td>gcd(15-10,10)</td>
</tr>
<tr>
<td>gcd(10,5)</td>
<td>1</td>
<td>Yes</td>
<td>gcd(10,5)</td>
</tr>
<tr>
<td>gcd(10,5)</td>
<td>2</td>
<td>No</td>
<td>See next clause</td>
</tr>
<tr>
<td>gcd(10,5)</td>
<td>3</td>
<td>Yes</td>
<td>gcd(10-5,5)</td>
</tr>
<tr>
<td>gcd(5,5)</td>
<td>1</td>
<td>No</td>
<td>See next clause</td>
</tr>
<tr>
<td>gcd(5,5)</td>
<td>2</td>
<td>No</td>
<td>See next clause</td>
</tr>
<tr>
<td>gcd(5,5)</td>
<td>3</td>
<td>Yes</td>
<td>gcd(5-5,5)</td>
</tr>
<tr>
<td>gcd(0,5)</td>
<td>1</td>
<td>Yes</td>
<td>gcd(5,0)</td>
</tr>
<tr>
<td>gcd(0,5)</td>
<td>2</td>
<td>Yes</td>
<td>Result: 5</td>
</tr>
</tbody>
</table>

The corresponding flowchart that triggers each action, when a condition is true, is shown in Figure 1.

The absence of state in a functional language means that a variable does not change it’s value after being assigned. That is the origin of the “single assignment” designation of those languages. So, if a variable does not change it’s value and all the variables used in the conditions are known when a function is called, on figure 1 all the conditions can be tested in parallel (for speed) providing only the action corresponding the first condition found to be true is executed.

3. The template implementation

3.1. Tools used

For testing the different alternatives of implementation there was the need of generating the required Verilog source code, in an automatic manner. To create automatically Verilog (or VHDL) code, when the language’s preprocessor and/or the generate statement is not enough, many authors propose (and use) many different alternatives.

One of the common alternatives is to write a custom program in a compiled language (such as C or C++) to write the required HDL files [12][13]. Other options involve the use of interpreted languages [14][15], chosen by their interactivity.

The pre-processor used was chosen, taking into account the following requirements:

- The pre-processor should not be Verilog specific
- The language used when programming the pre-processor should also be useful for other common FPGA design tasks

When all the previous requirements were taken into account, the G2 preprocessor [16] was chosen. It is a small open source tool that supports mixing TCL with the desired target language. TCL is an Open Source language [17], built in a wide range of EDA tools and is useful for many other tasks, from creating FPGA synthesis projects to controlling digital simulations.

It supports controlling the source code generation with the TCL decision constructs, and the use inside Verilog of TCL variables.

At the time of writing, the computational template automatically generates the desired Verilog code for the full implementation of the required Verilog modules from a very simple TCL specification, giving alternatives for the parallel or sequential evaluation of the conditions.

As an example the required text for the Erlang GCD example (Listing 1) is shown on listing 2, with the corresponding Erlang code in comments (the lines starting with #).
set INPUT_BITS 64
set OUTPUT_BITS 32
set bits(OPR_A) 32
set bits(OPR_B) 32
set OUTPUT_SOURCE "OPR_A"
set INIT_STATEMENT "OPR_A<=din[63:32];
OPR_B<=din[31:0];"
# 1: gcd(A, B) when A<B -> gcd(B, A);
set condition(0) "(OPR_A<OPR_B)"
set action(0) "OPR_A<=OPR_B;
OPR_B<=OPR_A;"
# 2: gcd(A, 0)->A; % see OUTPUT_SOURCE
set condition(1) "OPR_B==0"
set action(1) $END_OF_CALC
set condition(2) "1"
set action(2) "OPR_A<= OPR_A-OPR_B;"

Listing 2 – GCD circuit specification

3.2. Circuit Architecture

The general block architecture of the circuit can be found on figure 2. The next values of the data register are determined by the conditions that trigger one of the actions.

The evaluation of the conditions can be done sequentially, evaluating one condition at a time. If a condition is found to be true, the corresponding action is triggered, and after the execution of the action, the evaluation of the conditions starts again on the first condition. This also means that when a condition is found to be true, the following conditions are not tested, even if they are also true. The order of the conditions is used to specify their relative priority.

Other alternative is the evaluation in parallel of all the conditions, with the highest priority condition having precedence over the others. As the conditions are all evaluated in parallel, the respective circuit incorporates a priority encoder, triggering only the action corresponding to the highest priority.

The block corresponding to the actions can be built from independent blocks, one for each action, or could be implemented in a single (ALU-like) module for resource sharing.

From a circuit specification such as the one shown on Listing 2, and defining the desired type of condition evaluation (sequential/parallel) giving the variable PARALLEL the value 0 or 1, the tool generates the complete Verilog code of a module to implement the desired function, using a Finite State Machine (FSM) based template.

The generated Verilog module has the following characteristics:

- Input and output ports with handshake signals
- Sizing of the data registers
- Sizing of the FSM control registers on the sequential implementation
- Sizing of the condition checking signals on the parallel implementation
- Construction of the FSM logic on both implementations
- Hierarchical connection of similar modules

As Erlang has no notion of variable size (integers grow in size automatically), the size of the variables is (for now) defined only in the specification file, but in the future could be extracted from special pragmas, placed in the Erlang source code.

The implemented registers that do not depend on the data variables, such as those needed for the FSM control, are automatically sized according to the number of states needed.

The input and output handshake signals (two on the input: start and busy; and two on the output: start_out and busy_in) are handled by the implicit FSM control of each module, without user intervention. Besides the obvious inclusion of the created modules on other circuits, they allow the cascading of different circuits, in order to obtain the composition of different computational functions.

A more interesting feature is the automatic instantiation of a different computational block in an action of a clause. Supposing the required action is too complex to be executed by combinatorial logic in a single clock cycle, having a block that implements the required function, that block can be included and interconnected specifying it as in listing 3.

set module(1) "div"
set aux_input_bits(1) 64
set aux_output_bits(1) 32
set din_aux_source(1) "({'OPR_D*('OPR_A-'OPR_C+1'b1)),'OPR_C})"
set dout_aux_source(1) "{'OPR_A='OPR_A;
'OPR_B='OPR_B;
'OPR_C='OPR_C+1;
'OPR_D=dout_aux_1;""

Listing 3 – Sub-Module Specification Example
The different lines specify, the name of the existing module, the desired bit widths for input and output, the data placed on the input of the auxiliary module, and what to do when the auxiliary module has the output ready.

Only the total data input size is specified, because the size of each variable can be defined as a function of the input size, simplifying the module’s connection. All the handshake lines are connected to adequate control logic on the main module.

```verilog
// ** data register
reg [63:0] datareg;
//### extract operands:
'define OPR_A datareg[31:0]
'define OPR_B datareg[63:32]

always @(posedge clock)
begin
  if ( reset )
  begin
    state_calc <= WAIT_DATA;
    end_calc <= 1'b1;
  end
  else
  begin
    case( state_calc )
      WAIT_DATA:
      if ( start_calc )
      begin
        // initialization of the variables
        state_calc <= CALC;
        end_calc <= 1'b0;
        'OPR_A<=din[63:32];
        'OPR_B<=din[31:0];
      end
      CALC:
      begin
        // calculation
        ...
      endcase
  end

Listing 4 – Excerpts of the generated Verilog code (parallel version)
```

```verilog
...
wire [2:0] cond;
assign cond[0] = ('OPR_A<'OPR_B);
assign cond[1] = 'OPR_B==0;
assign cond[2] = 1;

CALC:
  casex ( cond ) // calculation
    3'b0x1:
      begin
        'OPR_A<= 'OPR_B;
        'OPR_B<= 'OPR_A;
      end
    3'b0x0:
      begin
        end_calc <= 1'b1;
        state_calc <= 0;
      end
    3'b0x0:
      begin
        'OPR_A<= 'OPR_B;
      end
  endcase  // casex
...
```

Listing 5 – Excerpts of the generated Verilog code (sequential version)

On Listing 4 there are some excerpts of the generated Verilog code common to both versions, where one can see the definitions of the data register, of the individual variables (as segments of the data register) and also the simple FSM that controls the calculations.

On the parallel condition test version of the architecture, the individual conditions are packed into a vector, and a `casex` statement is used to create a priority encoder, corresponding to the calculation, as can be seen on Listing 5.

```verilog
...  
  CALC:
  case ( present_cond ) // calculation
    0: begin
      if ( ('OPR_A<'OPR_B) )
      begin
        'OPR_A<= 'OPR_B;
        'OPR_B<= 'OPR_A;
      end
      present_cond<=0;
    end
    else
    begin
      present_cond<present_cond+1;
    end
    1: begin
      if ( 'OPR_B==0 )
      begin
        end_calc <= 1'b1;
        state_calc <= 0;
      end
      else
      begin
        present_cond<=0;
      end
    2: begin
      if ( 1 )
      begin
        'OPR_A<= 'OPR_A-'OPR_B;
      end
      else
      begin
        present_cond<=present_cond+1;
      end
    default: present_cond<=0;
  endcase  // case
...  
```

Listing 6 – Excerpts of the generated Verilog code

The sequential test of the conditions uses an additional register (`present_cond`) to track the condition being tested and tests one condition per state as can be seen on Listing 6.

4. Results

As a test suite, several simple algorithms (taken from [18]) were coded, simulated with Icarus Verilog, and synthesized with ISE 12.4 from Xilinx, having as target a Spartan 3E FPGA. The results appear on table 2. An interesting result is that for simple algorithms, the parallel evaluation of the conditions, besides being faster, uses less resources. This happens because when evaluating the clauses sequentially, some resources are needed to track the current condition being tested.

On this type of computational architectures, the highest performance (lower execution time) version is also the version that uses the minimum of resources, maximizing two of the most pressing constraints for an hardware designer.
The execution times are given for a system with a Microblaze processor at a clock frequency of 50 Mhz, on a Spartan 3E FPGA. They represent in order, the time needed for the implemented hardware to calculate the desired results from the input data, the time needed for the running Erlang system to make the same task using the implemented hardware, and the time needed using a software approach coded entirely in Erlang.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Vers.</th>
<th>Slices</th>
<th>HW</th>
<th>HW+SW</th>
<th>SW Only</th>
</tr>
</thead>
<tbody>
<tr>
<td>Binomial</td>
<td>Serial</td>
<td>325</td>
<td>22.08</td>
<td>772</td>
<td>68500</td>
</tr>
<tr>
<td>Binomial</td>
<td>Parallel</td>
<td>321</td>
<td>8.56</td>
<td>758</td>
<td>68500</td>
</tr>
<tr>
<td>Collatz</td>
<td>Serial</td>
<td>325</td>
<td>2.24</td>
<td>752</td>
<td>13000</td>
</tr>
<tr>
<td>Collatz</td>
<td>Parallel</td>
<td>321</td>
<td>5.7</td>
<td>752</td>
<td>13000</td>
</tr>
<tr>
<td>Fibonacci</td>
<td>Serial</td>
<td>110</td>
<td>1.68</td>
<td>752</td>
<td>2530</td>
</tr>
<tr>
<td>Fibonacci</td>
<td>Parallel</td>
<td>103</td>
<td>0.86</td>
<td>751</td>
<td>2530</td>
</tr>
<tr>
<td>GCD</td>
<td>Serial</td>
<td>166</td>
<td>0.44</td>
<td>751</td>
<td>1500</td>
</tr>
<tr>
<td>GCD</td>
<td>Parallel</td>
<td>125</td>
<td>0.22</td>
<td>750</td>
<td>1500</td>
</tr>
</tbody>
</table>

Table 2. Data for sample modules

An additional resource sharing alternative was tested, coding in the same hardware module two different computational blocks, however no resources sharing or execution time benefits were found.

5. Conclusions

There are two subjects of this paper: the tools used and the proposed architecture. The tools used (templates built using a TCL based preprocessor) allowed the prototyping and the reutilization of templates for different computational tasks. The templates also support the automatic instantiation of sub-modules, in the cases where an action is too complex to be executed in a single clock cycle. The transparency of the preprocessor (the user has full control over all the code expansion phases) also means that any bugs were easily located and corrected.

The preprocessor was also used for the creation of the testbenches, and the TCL know-how gained was applied in the automatization of common Xilinx synthesis workflows.

The flexible design architecture of the computational blocks allows:

1. An architecture suitable for the future automatic translation from Erlang into hardware.
2. The use of different design alternatives for different sub-blocks.

In the future, the used templates will be integrated in a framework for automatically exploring design alternatives, reusing some of this work, providing hardware acceleration on embedded Erlang based systems, with demonstrated advantages.
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