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“If you cause your ship to stop, and place the he&a@ long tube in the water and

place the outer extremity to your ear you will hehips at a great distance from you.”

Leonardo da Vinci, 1490






Summary

The work presented here describes a high-resoluni@nferometric synthetic aperture sonar
system to map submerged floors from small ships surface vehicles. This system was
developed with operation in shallow water environteelike rivers, lakes and estuaries in
mind.

Synthetic aperture is a technique that enableseramdgpendent high-resolution sonar
imaging by coherently combining echoes gatheredigushe displacement of the sonar
platform. If two geometrically displaced images aktained, the construction of three-
dimensional topographic maps is possible throughute of interferometric techniques.

While high along-track resolution can be obtaingdéxploiting synthetic aperture
techniques, finer resolution in the cross-trackection can only be achieved using large
bandwidths, thus forcing the use of high frequesigyals. This, in the other hand, imposes
strict requirements on the allowed phase errorstdilee motion of the sonar platform and the
instability of the medium instability when usingslyetic aperture techniques.

The approach followed in this work was to evaluatethetic aperture imaging
performance when directly using only one receivet directly the position estimation given
by the vehicle navigation system. For this, the ofsa surface craft presents advantages that
help overcome the problems related to tight soratfggm motion control and necessary
navigation precision for the formation of the matiorrected high-frequency synthetic
aperture sonar images. Also, a small autonomodacguirehicle is advantageous in terms of
cost of operation, maintenance and ease of deployme

Mapping of shallow water areas is an important tésk many commercial and
scientific applications like river navigability, fimstructure maintenance or natural resource
monitoring. These tasks can be done efficienthhwitsystem such as the one presented in this
work.

Sample data obtained during test trials will bedus® demonstrate how synthetic
aperture images can be obtained with this systeoh subsequently used to generate

bathymetric data.






Sumario

O trabalho aqui apresentado, descreve um sistemasa@ar de abertura sintética
interferométrico de alta resolucdo para uso em gl embarcacdes ou veiculos de
superficie. Este sistema foi desenvolvido tendoaolrjectivo 0 seu uso em areas submersas
com aguas pouco profundas tais como rios, lag@starios.

A abertura sintética € uma técnica que permiterdbitagens de sonar de alta resolucdo
independentemente da distancia aos alvos, por ocacg#d coerentemente dos ecos que sao
obtidos sucessivamente usando o deslocamento t@ddoptaa do sonar. Se forem obtidas duas
imagens completas da mesma area a partir de pssilféesntes é possivel também, através do
uso de técnicas de interferometria, fazer uma stnagéo tridimensional completa da
topografia desta mesma area.

Enquanto que uma melhoria na resolucdo na diretgateslocamento da plataforma
pode ser obtida explorando técnicas de abertutétise, uma resolucdo mais fina na distancia
ao alvo soO pode ser conseguida transmitindo sd®imaior largura de banda, forcando o uso
de frequéncias elevadas. Isto, por outro lado, en@stricbes duras para os erros de fase
devidos a instabilidade do movimento da platafoendo meio de propagacdo durante a
aquisicdo dos ecos, podendo impedir a correcta ioagéo coerente dos ecos aquando do
processamento da abertura sintética.

A abordagem seguida neste trabalho foi de expl@®enicas de abertura sintética
usando apenas um receptor e as estimativas dedpssuptidas directamente a partir do
sistema de navegacgdo do veiculo. Para isto, o a@sond veiculo de superficie apresenta
vantagens que ajudam a ultrapassar os problenadivaosla elevada precisdo da informacéo de
navegacdo necessarias a formacdo de imagens derabsintética. Por outro lado, um
pequeno veiculo autbnomo de superficie apresemiaéta vantagens em termos de custos de
operacdo, manutencao e rapidez de intervencao.

O mapeamento de areas submersas € uma tarefatantpopara muitas areas de
aplicacdo comercias e cientificas tais como a rabibdade de rios, manutencao de infra-
estruturas submersas ou a monitorizacdo de recurahsais. Estas tarefas podem ser
realizadas de uma forma eficiente com um sistemmapapresentado neste trabalho.

Exemplos obtidos a partir de dados recolhidosrdarmissdes de teste serdo usados
para ilustrar a geracdo de imagens sonar de abaitiética com este sistema e 0 seu uso para

a obtencado de mapas batimétricos.






Sommaire

Le travail exposé décrit un systeme de sonar artueesynthétique de haute définition sur
bases interférométrique installe sur un véhiculsutéace. Ce systéme a été développé en vue
d’'une opération dans les environnements d'eau pEarps comme les fleuves, les lacs et les
estuaires.

L'ouverture synthétique est une technique qui peobe&enir des images de sonar de
haute définition indépendant de la distance ddes;ilpar la combinaison cohérente des échos
recueillis successivement en utilisant le déplacerde la plateforme sur le quelle le sonar est
installe. Si deux images sont obtenues de la m&me a partir des positions différentes, il est
possible grace a l'utilisation de techniques igterhétriques, de faire une reconstruction trois-
dimensionnelle de la topographie de cette zone.

Bien qu’une amélioration de la résolution danselessdu déplacement de la plateforme
puisse étre atteinte en utilisant les techniquesverture synthétique, une résolution plus fine
pour distance de la cible ne peut étre obtenuepguda transmission de signaux de bande
passante élevée, ce qui oblige l'utilisation d’bautréquences. Ceci, en outre, impose des
restrictions séveres sur les erreurs de phaseoqtidsies a l'instabilité du mouvement de la
plateforme et du milieu de propagation pendantligition de I'écho, qui rendent impossible
la combinaison cohérente des échos au cours danksfdrmation d'ouverture synthétique.

L'approche suivie dans ce travail était d'expléeertechniques d'ouverture synthétique
en utilisant un seul récepteur et les estimatias gbsitions obtenues directement a partir du
systéme de navigation du veéhicule. Pour celali$ation d'un véhicule de surface a des
avantages qui aident & surmonter les problemesli@shaute précision des informations de
navigation nécessaires a la formation d'imagesvdibure synthétique. En outre, un petit
véhicule autonome de surface présente aussi destages en termes de colt de
fonctionnement, d'entretien et de la rapidité dfivention.

La cartographie des régions peu profondes d'eauumsttache importante pour
beaucoup d'applications commerciales et scienggoomme la navigabilité du fleuve, la
maintenance d'infrastructure ou le contréle desagges minérales. Ces taches peuvent étre
remplies efficacement avec un systéme comme cedsepté dans ce travalil.

Des données recueillies au cours de missions tiedesont utilisées pour démontrer la
création d’'images de sonar a ouverture synthétayee ce systeme, ainsi que leur utilisation

dans la création des cartes bathymétriques.
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Chapter 1: Introduction

1.1. Background and Motivation

Today a good percentage of our planet is known waetl mapped. Synthetic aperture
techniques used in space and airborne systemsgnaadly aided to obtain this information.
Nevertheless, our planet is mostly covered by waiterthe level of detail of knowledge about
this segment is still very far away from that of tand segment.

The presented system focus is the mapping and atbawation of shallow water
environments, such as rivers, estuaries, lakesdanas. Here, applications such as bottom
topography, river navigability and inspection, dyed) and aggregate extraction surveillance,
infra-structure maintenance and object finding pky an important role in the study of these
areas, and is of a major interest to the relateldldi of science, economy and ecology ([de
Groot, S.J. (1996)]).

Topography mapping of the riverbeds is of high imgace for a large set of reasons.
Very few riverbeds have been scanned with sub-mateuracy. Furthermore, these are
dynamic environments and periodic studies are wdutor river navigability assessment, for
instance. Also, dynamic sand deposits that formvers and overgrowth of submerged plants
have an impact on the ecosystem and should there®identified and mapped ([Coffey and
Hollingsworth (1972)]). These procedures must bdopmed on a regular basis and can be
efficiently accomplished with interferometric syatlt aperture sonar. Surveillance of harbors
is another important application for this systeraré it is important to map objects like sunken
containers, rocks and sand dunes that can be lazaral ships using the docks ([Whalen, J.E.
et al (2005)]).

Synthetic aperture is a technique that enables regblution through the coherent
processing of consecutive displaced echo dataeddsbf using one static large array of
transducers, it uses the along-track displacemetiteosensors to synthesize a large virtual
array. The resolution thus obtained is in the oafe@he transducer size and, most importantly,
independent of the range between sensor and taMgte a modern high frequency real-
aperture sonar system can have a beam width bé&lawid translates into a resolution of half a
meter at a range of just 25m. A synthetic apersystem using the same transducer can obtain
a resolution of about 5cm across the whole ranggebVver the transducers used for synthetic

aperture can be much simpler and so a good desaklgsensive. Because there is no need to
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have a small real aperture, the frequency emplogedbe considerably lower, which enables
longer reach due to the better propagation of Idvegjuencies in water.

This potential resolution increase comes at thé¢ obsalgorithm complexity in the
image formation and tight tolerances with respedhe sonar platform deviations from known
path and velocity. The maximum velocity limit idated to the maximum phase shift between
adjacent echoes that can still lead to their cafterembination. As this is a function of the
pulse repetition rate and sensor size, this limipases very slow survey speeds whose
problematic must be mitigated.

The most used platform for synthetic aperture sasahe tow-fish. Good designs
enable smooth motion, but the inability to use IBenavigation technology leads to
expensive solutions that integrate high grade imdemtwvigation units and data extracted from
the sonar array itself. This only works for arrayigh a high count of elements that operate at
the nominal or above the nominal pulse repetitreqdiency. The sonar can also be mounted on
the hull of a ship, providing access to high priecisSPS navigation that can be integrated with
data from moderate cost inertial systems to funteBne the navigation solution ([Legris, M. et
al (2004),]). Nevertheless a ship is seldom easymameuver and presents considerable
operation and maintenance costs of the sonar sysgsefh A surface vehicle arises as an
interesting solution for these problems. It canused as standalone or with the support of a
ship. It enables the use of GPS and inertial néaigaunits efficiently. Moreover, its path and
velocity can be controlled easily improving motistability. The operation and maintenance
costs are low and its availability is very highcén be used both for sporadic missions and for
regular security check of harbors, river navig&pgissessment, infrastructure inspection, etc.

The position of the sonar must be known to a 1/efwavelength for proper synthetic
image formation. Traditional synthetic aperture g@dormation techniques are derived from
the assumption that the sonar motion is linearigblly for methods that operate in the
frequency domain) and treat deviations from thiight path as motion errors. A newer
approach uses time-domain methods (such as baepom) that don't rely on the
assumption that the sonar follows any particuldh. pistead, the information obtained by the
navigation system is used at each sonar samplisigiggoto form the virtual array. Here, only
the position uncertainties are considered as errors

High frequency systems require navigation precigieliow the centimeter level. This
level of precision is not feasible to be obtainathwhe navigation systems of today. Therefore,
the image formation starts with the available naw@n solution and then a global auto-focus

algorithm (that searches for an optimum measureroéninage quality) refines the image
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formation parameters to mitigate the unavailableessary navigation precision. Instead of
using redundancy in the data (that comes at a bmgt), global auto-focus algorithms
parameterizes the image formation process enclosiagigation errors and medium
fluctuations. Because of the large number of patarsethat result from this, an efficient

process of focusing synthetic aperture imagesdsssary.

1.2. State of the art

An active sonar system enables underwater imaghmgugh angular and range echo
discrimination. When a single beam is used to ilhate a swath as the sonar platform moves,
it is said that the sonar is a side-scan. In tlsyséems a single echo line is obtained at each
time with the angular discrimination being given thye beam width. Thus a narrow beam is
desirable for high angular discrimination or aldragk resolution. Typical beam widths are in
the order of 1° ([Brissette, M. B. (2006); Dennyf-Jet al (2006)]). In these systems the along-
track resolution is dependent of the range andge larray has to be used to obtain suitably low
beam widths at the desired range. This type of rsemables high area coverage speed.
Alternatively, several narrow beams can be usespatially sample the swath obtaining range
and intensity information for each angular positidimis system is called multi-beam sonar
([Pratson, L. F.; Edwards, M. H. (1996)]). In thease the footprint of each beam is also
dependent of the range. This type of sonar reqexpsnsive and complex hardware to achieve
a high number of sampling narrow beams. The arearage speed is also limited by the area
covered by the beams.

Synthetic aperture enables a high resolution/higla @overage binomial not possible
with other sonar techniques. Instead of using & Iphysical array, a large virtual array is
synthesized through the coherent combination oftife@es in the along track dimension of a
side-scan sonar. Range independent along-trackutiesois in this way obtained. Moreover
the obtained along-track resolution is not influethdy the frequency of the signals employed
and is in the order of the transducer physical disiens. Lower frequency signals can thus be
employed to extend the sonar range. Also becaustheofprocessing gain, the necessary
transmitting power is lower when compared to itd sperture counterpart.

While it is possible to apply synthetic aperturehteques to multi-beam sonar, these
have not been of great dissemination and the fbaaeen on obtaining high resolution sonar

systems with large area coverage speed ([Asad&,abyki, T. (2001)]).
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It is possible to obtain height estimation throdljd use of interferometric techniques
on side-scan sonar images or synthetic apertur@ smages ([Saebo, T.O. (2007); Silva, S. et
al (2008 c)]). Multi-beam sonar systems obtain¢hesight measurements directly.

Synthetic aperture sonar systems can operateijfnnsap or spot-light mode. In spot-
light mode the beam is steered so a single zoilluiginated as the sonar platform moves,
while in strip-map mode an area is sequentiallyach Since sonar applications normally
strive for area-coverage, strip-map is the morel syathetic aperture mode.

Synthetic aperture techniques are of common usadar systems (typically know as
SAR, [Tomiyasu, K. (1978)]). Here the signal progign velocity through the medium is
much higher and the wavelength is long in comparteoradar platform motion uncertainties
and medium phase fluctuations. Moreover the scadthis short when compared to the centre
range which enables the use of simplifying appration in the image formation and motion
compensation algorithms. Also the bandwidth to reefrequency ratio is small and typically
narrow beam widths antennas are used. This meahsS#R algorithms are not suitable for
direct application in sonar data.

Medium stability for synthetic aperture sonar sgsis a major issue, but it has been
proved not to be a restraining factor for the aggtion of this technique ([Gough, P. T. et al
(1989))).

Most active synthetic aperture sonar systems drénsthe research and development
stage ([Douglas, B. L.; Lee, H. (1993); Neudorfdr, et al (1996); Sammelmann, G. S. et al
(1997); Nelson, M. A. (1998); Chatillon, J. et 4909)]) but this technology is starting to
emerge as a commercially advantageous technolétanden, R.E. et al (2005); Putney, A. et
al (2005); Legris, M.; Jean, F. (2007)]). A largartpof these systems rely on complex and
costly underwater vehicle configurations with nulki receivers, making them not attractive
cost-wise. This is because one needs to know thiiggowith a very high degree of precision
to correctly focus a synthetic array. Since it ¢ possible to use a high precision navigation
system, such as a GPS, in the underwater envirdsmémese systems have to rely on
positioning schemes that use sonar data itselfs Tibually means having to use a complex
array with multiple receivers, higher pulse repatit frequency or greatly limit the area
coverage speed. Inertial navigation systems ateaadly any utility in standalone mode and
must be corrected by other navigation sources. & baderwater vehicles can be simply towed
by a ship or be autonomous.

Surface autonomous vehicles are easier to opendtenaintain. Also, it is possible to

use readily available high precision differentid®?&navigation system. Other navigation data
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sources can also be used effectively to enhancedtigation solution. A simple transducer
array can be used since it is no longer mandatrirave a multiple element system for
navigation. This makes high resolution synthetierape sonar, obtained directly from

navigation estimates, a cost-effective possibility.

1.3. Problem statement

Synthetic aperture techniques can be used to obtitimeter level resolution in the along-
track and cross-track dimensions. To obtain thisllef resolution in the cross-track direction,
one needs to use large bandwidths and, thus, hégjuéncy signals. This makes the position
accuracy issue even more problematic for syntlagierture sonar system since the necessary
accuracy is directly related to the wavelengthhefgignal used.

Furthermore a sonar platform is subject to sevendesirable motions that negatively
affect the synthetic aperture performance. Normallgynthetic aperture sonar platform would
move through a straight path with constant velodiyt this is seldom the case. Low frequency
oscillations around the desired path and high #eqy motion in heave, sway and surge
directions adversely affect the sonar platform.isTi& due to water surface motion, currents
and platform instability.

Tow-fish vehicles avoid the water surface inducextiom instability, but at a cost of a
more complex vehicle navigation. For an autonomonder-water vehicle it is difficult to
maintain a path reference since there are no vdead high accuracy navigation sources.

An autonomous boat offers automatic position anbboity following capabilities
through the use of a highly available different&?S system (DGPS-RTK). Furthermore, the
sonar sampling position and attitude is known thigh precision level which can than be
integrated in the image formation algorithms.

The synthetic aperture sonar is then thus onlytdidhby the unknown portion of the
platform motion and medium phase fluctuations. TgpDGPS-RTK systems can operate with
an error in the centimeter level. This mean theyrathetic aperture image with a wavelength of
about 8 cm can be directly formed using only tlasippon estimation. Furthermore, in this way,
the obtained images can be easily and accuratidgrated with other geographic information
systems. Nevertheless, shorter wavelengths requi focus procedures to be applied to the
data for successful image formation.

Traditional synthetic aperture image formation alipons treat deviations from a linear

path as motion errors. They do not integrate waljé deviation from a theoretical linear,
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constant velocity path, and so new algorithms hadbé developed to cope with this
information ([Callow, H. J. (2003)]).

Auto-focus algorithms, including the particular ead micronavigation, are essential to
successfully produce high-resolution synthetic mperimages. Their role is to mitigate phase
fluctuations due to medium stability and more intpotly reduce the navigation precision
requirements to acceptable levels.

Most auto-focus algorithms require large pulse tigpe frequencies (PRF), several
receiver transducers or both. In practical termsas always possible to use high pulse
repetition frequencies due to range ambiguity. \Wétieral receiver transducers the PRF can be
lower, but the system cost is considerably higledramly due to the transducer array itself but

also because of the data acquisition and signakgeing system increased complexity.
1.4. Author Contributions

With this work it was possible to study sonar imggen general and in particular study
synthetic aperture sonar imagery. A large emphaas given in broad band and broad beam
systems single element systems.

An autonomous surface vehicle based synthetic @gesbnar system operated directly
from navigation data was developed. Moreover a deling centimeter level range resolution
was targeted which lead to the use of high frequsignals. Due to the short wavelengths, this
imposes very high constrains to the image formagiwars that in turn lead to the investigation
of new motion compensation techniques and autosfatgorithms suitable for this system.

The complex motion dynamics and error constrainth@image formation rendered
typical SAS algorithms unsuitable, instead a badjgetion algorithm capable of efficiently
using the available position and attitude informativas implemented. Furthermore, a new
algorithm for synthetic aperture processing of son@ages was developed: the arithmetic
image reconstruction algorithm.

The performance requirements of the auto-focusgolaes lead to a development of
the sub-band algorithm and, furthermore, the stadg development of a variable and
dimension reduction algorithm for fast search o tiptimum image generation parameter
solution space.

The bathymetric capabilities of this system weredigd, highlighting interferometric
height mapping.
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1.5. Publications

This work lead to the publication of the severapgra in conference proceedings, a journal
paper and participation on a book has editor amdribmtor. The bibliographic references are
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2007.
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MTS/IEEE Conference, September, 2008.
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8. Silva, S.;Cunha, S.; Matos, A.; Cruz, N. (2009 b), "Shalldvater Surveying Using
Experimental Interferometric Synthetic Aperture &dnMarine Technology Society
Journal, vol. 43, no. 1, pp. 50-63, 2009.

9. Silva, S; Cunha, S.; Matos, A.; Cruz, N. (2009 c¢), "An Aubonous Surface Vehicle
INSAS for Maintenance and Surveillance Applicatiprieroceedings of the SMART
2009 Conference, Porto, Portugal, July, 2009.

1.6. Thesis Outline

After contextualization and problem descriptionstthesis proceeds with the study of signal
and sonar fundamentals. Here important conceptarfay theory and pulse compression will
be highlighted and used later in the developmenthef image formation algorithms. A
description of the developed system follows desugibthe hardware architecture and
navigation system. Its capabilities, shortcomingd angineering tradeoffs are explained and,
more importantly, their impacts on the sonar systbaracteristics are put in evidence.

The chapter about the sonar model describes tteg soaging problem geometry. The
image formation algorithms are presented next with solutions for inclusion of navigation
data described. Image enhancing chapter desctilgesmiage filtering procedures to reduce
noise and speckle. The auto-focus methods develmgeexplained in the chapter that follows.
In the Bathymetry chapter, height mapping methadsaplored using both interferometry and
volumetric back-projection.

Results obtained during test trials in the DoureeRiwill be presented for the synthetic
aperture and bathymetric capabilities. The conglusind future work chapter points out the
achievements but also the problems that were fauttd this system, pointing some future

paths for research work.
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Chapter 2: Sonar & Signal fundamentals

2.1. Acoustic Wave Propagation

The water medium is a time and spatially varyingopagation environment whose
characteristics pose significant challenges talthelopment of sonar imaging systems.

When compared to electromagnetic propagation tirothe atmosphere, acoustic
propagation through water is characterized by gt frequency dependent attenuation and
relative slow speed of propagation. These chairiatiter are present in all water environments.
Sound waves propagate in a medium through alteghatbmpression and rarefaction effects.
These are the changes in pressure that are theertea to electrical signals by a transducer
(receiving transducer - hydrophone). Electricahalgcan also be converter to pressure changes
by electromechanical actuation (transmitting traiced - projector). Typical frequencies used
for underwater acoustic systems range from 10H¥Mbz. The propagation of sound in the
underwater realms at frequencies lower than 10H®=lly not possible without penetrating
deep into the bottom layers, while frequencies abaiHz are rarely used because the
attenuation due to distance is very high.

Assuming that the compression laws govern the gdesti deformation (adiabatic
process), that the particles mass is constantojpténof conservation of the mass) and that the
particle motion is small (so that the particle shesd pressure can be decomposed in a
constant value and a linear term), it is possiblarrive at the following expression for the

single dimensiorx ([ Kinsler, L. et al (1982)]):

op Ju

G- _ 2= 2.1
OX pat (2.1)
Here,pis the instantaneous fluid local pressugeis the mass density andis the particle

velocity. From this expression it is possible taluee the sound wave equation for the general

three dimensional space:
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K is the bulk modulus of the fluid, expressed in Has second order differential equation can

be recognized as the wave equation making the fatji&) the square of the propagation

speed. The speed of sound can thus be defined as:

_|P

== 2.3
c= 2 (2.3)

Substitutingcin the equation we get:

=0 (2.4)

Considering sinusoidal particle velocities, theusioh for the above equation is:

anzééy (2.5)

Where kis defined a& =271/1 =a/cfor the particles sinusoidal motion frequeacyAis the

pressure amplitude andhe distance to the source.

The power associated with this pressure is giyen b

RMS[ B
| =—7—— W)
co (2.6)

Pressure changes are measured as sound pres&lrgskel). Typical units are: RMS
acoustic pressure in micropascal (dB p4); RMS acoustic pressure in a specific bandwidth
(dB re uPa/octave); spectral density: (dB 1ePE/Hz).

The linearity assumption taken above for the massitly is just an approximation. In
water, especially with air bubbles, the change ensity due to a change in pressure is not
exactly linearly proportional. The effect is great high source levels. Because of the non-
linearity there is a dependence of sound speeti@pressure amplitude so that large changes
travel faster than small ones. As a consequence finusoidal wave inputs intermodulation
products are generated. Thus a sinusoidal wavedoacdually becomes a saw-tooth one with a
steep rise and a gradual tail.

Spreading loss, absorption loss, and scatterirgy dos the three primary mechanisms
which attenuate underwater acoustic signals. Sprgddsses are due to the expansion of the

fixed amount of transmitted energy over a largdasér area as the signal propagates away
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from its source. At relatively short ranges, ther@asing surface area is represented by the
surface of a sphere so signal energy decays dséading loss at a rate of , wherer is the
range from the source.

However, typical underwater mediums (like oceangwers) are bounded from above
by the surface and, at the frequencies and raygasally of interest for sonar, it is effectively
bounded from below by the sea floor. Thus, at scenge from the source the acoustic signal
can no longer spread vertically and the naturehef gpreading changes from spherical to
cylindrical spreading. This transition typicallyars at ranges much greater than water depth
([Jensen, J.; Kuperman, W.; Porter, M.; Schmidt,(2000)]). In the cylindrical spreading
region, signal energy decay due to spreading foasa rate of ™.

A second mechanism of signal loss results fromcibeversion of the energy in the
propagation signal into heat. This mechanism isrrefl to as absorption loss. In water the
absorption loss of acoustic signals is stronghguiency dependent and increases with the

INnCreasing frequenc ay, C. 5., Medwin, H. . olgnal deca ue to absorption loss Is
i ing frequency ([Clay, C. S.; Medwin, H. (ZJ. Signal decay d bsorption loss i

proportional te™"" wheren( f)is an increasing function of frequency. The aceusifjnals

are absorbed by the medium due to its viscosigskfrand salt water) and ionic relaxation
phenomena (salt water). In sea water the dominam$ iare due to the boric acid and
magnesium sulfate.

Two characteristics of spreading and absorptias lare worth noting. First, at short
ranges the spherical spreading loss dominatesbbmr@ion loss. Second, even at short ranges
(approximately 400m) the absorption loss at 100kkzeeds that at 25kHz by close to 15dB.
The practical impact of the frequency dependencabsbrption loss is that the propagation
channel is effectively bandwidth limited and theaidable bandwidth is a decreasing function
of range.

The relatively slow speed of propagation of sotmmdugh water (€1500m/s) is also a
factor that differentiates it from electromagngtiopagation (€3x10m/s).

This relatively slow propagation speed resultshigh Doppler spreads or shifts. A
Doppler shift is an apparent frequency change eénréiteived signal caused by a sound source
that is in movement in relation to the receiverc&teed signals suffer Doppler shifts resulting
from propagation path length fluctuations due &fpkm motion or scattering from the moving

sea surface.
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The Doppler shift §,) of a received signal is given, approximately éosinusoidal

signal,v << cand large source receiver distances compared towdkelength, by ([Rayleigh, J.
W. S.; (1945))):

_..
o
1]
-
o
ol<

2.7)

Where f,is the original signal frequency amds the rate of change in propagation path length

(can be due to the platform velocity of surfacdection effects). Thus even at modest values

of v=2m/sandf, =25kHz, the Doppler shift of this signal would be approaiely 33Hz

(>0.1%). Similar Doppler spreads have been repamsdlting from a difference in rates of
fluctuation of the lengths of two propagation paf#seisig, J. (2005)]). These Doppler spreads
and shifts result in a reduction in coherence ton@pparent increase in the rate of channel
fluctuation.

In most environments and at the frequencies @rést for sonar signals, the sea or
river water can be modeled as a waveguide withHlectang surface and bottom and a spatially
variant sound speed. Both the water surface andorhotare reflecting and scattering
boundaries. Due to the large impedance differertevden the air and the water, the water
surface is normally assumed as perfect reflectowbdkHz, but behaves as a scatter above
1kHz. The seabed reflections are complex and departtie nature of the materials, types of
existing sediments layers, frequency and grazirglearBottom scattering strengths may be
considered roughly constant at frequencies up kiHz@Gnd grazing angles up to 10° ([Waite,
A. D. (2005)]). At frequencies above 10kHz, theesgth increases at about 3dB per octave for
the smother (mud, sand) bottoms (where the roughsesnall compared to a wavelength), but
for rough bottoms (shingle, pebbles, rock), thdéteoag strength is independent of frequency.
Scattering strengths vary considerably for the tgpenaterial present at the bottom, ranging
from -45dB for mud, to -35 dB for sand and shinghel -28dB for pebbles and rocks ([Waite,
A. D. (2005))).

The reflections of acoustic signals from the wataface and bottom and the refraction
of signals by the spatially varying sound speedtha water column results in multiple
propagation paths from each source to receives fuiltipath results in a delay spread in the
often time-varying impulse response of the chanleglding to reduced range discrimination

ability. Sound fluctuations can be seen in ampétadd phase of the received signals and are
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of temporal and spatial nature. These are mainly Wuinterference phenomena caused by
reflections in the water surface and changes ipagation conditions.

The refraction of signals by the sound speed dlafmdn not only gives rise to
multipath, but can result in the formation of “shadzones” ([Clay, C. S.; Medwin, H.
(1977)]). These are areas where there is littlpagation of signal energy. Thus it could be
difficult to receive signals from a source (or &tiglocated in a shadow zone. This effect is
typical of long range deep water channels, butsdmae phenomenon can be found in shallow
waters (in the order of 100m depth) and shortegean(in the order of 3km). In these
environments, the vertical movement of masses @émm@sults in vertical movement of the
sound speed structure of the water column. Thisigimenon gives rise to variations in the
location of shadow zones, even for the case ofttosary source and receiver, and has been
studied in [Porter, M. B., and the KauaiEx GroupQ2)].

The rough water surface gives rise to a spreadinlglay for each surface bounce path
that can reduce spatial correlation of scattergdads, and can result in very high intensity and
rapidly fluctuating arrivals in the channel impulesponse. Surface focusing results from the
fact that waves moving over the sea surface caasadbwnwardly facing curved mirrors that
reflect the sound down into the water column arcdigat at predictable locations.

The speed of sound in the water is a functiorhefdensity and bulk modulus and so
depends on the temperature, depth and salinity sppeed of sound at 10°C, zero depth and for
a salinity of 35ppm, is 1495 m/s. The speed of doohanges approximately linearly for
salinity and depth but has a strong non linear deé@ece with temperature (whefe is

temperature s is the salinity and is the depth):
¢(D,S,T) = 1448.96+4.591T+1.340 (S-35)+10630°D  (n/s) (2.8)

A variety of empirical formulas exist for calculati of the sound speed, the equation above is
for the speed of sound in water, this is a sinyaiiion of the Mackenzie equation ([Mackenzie,
K.V. (1981)]), where only the first order terms whekept. The range of validity of the full
Mackenzie equation is: temperature 2 to 30°C, ibalb to 40 parts per thousand, depth O to
8000m. More recently the UNESCO equation has bedeptad which has a broader range of
validity, but the sound speed is given as a functid pressure and not depth and so it is
necessary to proceed with the corresponding coiover$he interested reader is referred to
[Wong, G. S. K.; Zhu, Z. (1995)] for more details.
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The thermocline is a thin but distinct layer, ihigh temperature changes more rapidly
with depth than it does in the layers above orwelim the ocean, the thermocline may be
thought of as an invisible blanket which separ#éitesupper mixed layer from the calm deep
water below. Depending largely on season, latitatk turbulent mixing by wind, thermoclines
may be a semi-permanent feature of the body ofnvimaterhich they occur, or they may form
temporarily in response to phenomena such as tfiatiiee heating and cooling of surface
water during the day and night. Factors that affeetdepth and thickness of a thermocline
include seasonal weather variations, latitude,laodl environmental conditions, such as tides
and currents. Thermocline can also be seen in viters and with lower depths than in the
ocean.

Bubbles generated by braking waves at the seacsudan have a major influence on
high frequency acoustic propagation in both opeeancand near shore regions. Layers of
bubbles near the surface can result in a signifiagtenuation of surface scattered signals. In
one experiment, the impact of scattering of surfeobble layer was estimated to be an
attenuation of the surface scattered signal by 3pdBsurface bounce. For bubble densities
characteristic of wind speeds up to around 6m/spubble induced losses were reported.
Above this level, bubble induced losses increasa fasiction of wind speed with almost total
signal loss at wind speeds of approximately 10Busble clouds injected down into the water
column also significantly attenuate propagatiomaig with rates as high as 26 dB/m being
reported ([Farmer, D. M; Deane, G. B., Vagle, )0®)]). The injection of bubbles by a

breaking wave in shallow water can result in a sadthannel outage.

Noise vs. Frequency

Noise level (dB re 1uPa)

-1401 Thermal Noise S
1604 Sea Sta?e Noise -
Total Noise ~
50 100 150 200 250

Frequency (kHz)

Figure 1: Noise level as a function of frequency.
There are several important natural sources ofehhoise in the ocean at frequencies
of interest for acoustic imaging. These includeakiegy waves and bubbles, thermal noise

(molecular excitation), noise from the water agitat(ambient noise), vessel produced noise
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biological sources and rain. Ambient noise has Istedied extensively with a common theme
that the power spectral density of the noise deeavith increasing frequency ([Jensen, J.;
Kuperman, W.; Porter, M.; Schmidt, H. (2000), Farni2. M; Lemon, D. (1984)]). Bubbles
are one primary source of ambient noise in the agman in the 3 to 30kHz band, with the
noise having a roll off of approximately 5dB peta@. Noise levels increase with wind speed
up to a point after which the noise level is redlidee to absorption by the surface layer of
bubbles. The frequency dependence of the ambieiste nghould be one of the factors
considered when selecting frequency bands for water acoustic imaging. Thermal noise is
dominant at high frequencies (above 50kHz) whila state noise dominates the lower
frequency spectrum (Figure 1). In this case theet@vel is approximately given by ([Waite,
A. D. (2005))):

N -15+ 20log, f  (dB) (2.9)

Thermal —

2.2. Sonar equation

As described in the previous section, the propagadf sound in the medium is dependent on
many factors such as the sound speed profile, sabadrption, reflection in the surface and

bottom, etc. For short ranges and high frequentglés hop, as typical in side scan sonar
applications), the propagation model can be forosdg ray theory. In particular here forward

it will be assumed that for the short ranges arall®lv depth of the application scenarios of

synthetic aperture sonar, the sound waves will ggape in straight lines, and its propagation
can be correctly approximated by the sonar equatibich relates the received signal with the
signal generated or reflected by the target. & $mple budget notation and is useful for sonar
system design. Reverberation effects are due tbesog and usually add to the background
noise and will be treated as such.

Passive sonar detects signals radiated by thettafigethese systems, the sonar
equation is ([Waite, A. D. (2005)]):

SE, =(Sl+ DL~ P)- N- DT ( dp (2.10)

For active sonar systems, the targets are insdnifig a transmitting transducer,
enabling the detection of the object. In this dhgesonar equation is ([Waite, A. D. (2005)]):

SE, =(Sl+ D} + DL+ TS-2 P)- N- DT ( dEf (2.11)
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The source level L) is the sonar acoustic pressure level. For an dinegitional
projector it is referred to a standard range (Lranfits acoustic centre. At 1m, the acoustic
centre of an omnidirectional source is surrounded Isphere of a surface aréar? =12.6n>.

If the omnidirectional acoustic pressure producgdhe sensor i in Watts, then the source

intensity at 1m isP/12.6N /nf and the source level becomes ([Waite, A. D. (2005)]

—_— —_— / —_—
I 12.6
SL=10lo -1 1=10lo —£=£>=_ 1= 10log,P+ 170.8 dB 212

gm[ 5 ] qo[0.67|:ﬂ.018J % ( )

DI is the transmitter directivity and!.is the receiver directivity and is given by the

relation between the intensity along the axis eflteam pattern and the intensity if the source

was omnidirectional.

DI :10Ioglo[|Idir j @aB) (2.13)

omni

The acoustic path loss is the quantity ([Waite, A. D. (2005)]):

R R

PL=10I0gm[:—S]= 20|og0[%] ¢B) (2.14)

The path loss depends on the propagation conditiordeep waters the propagation is
typically assumed to be spherical, while in shallwaters the propagation is taken to be
cylindrical as the surface of the water and botform a wave guide. An approximation to the

path loss equation for spherical losses is given by

PL=20log,r+a(f)r @B) (2.15)

And for cylindrical spread losses:

PL=10log,r+a(f)r @B) (2.16)

The acoustic pressure absorption is taken intouatdoy the parameter( f)that has

an empirical relation with frequency (in kHz) given by ([Waite, A. D. (2005))]):

a(f)=0.05{"* @B/km) (2.17)
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Frequency (kHz)

Figure 2: Attenuation as a function of frequency alistance.
Figure 2 shows the attenuation suffered by an aosignal as a function of frequency
and distance. As it can be seen, the underwatedsthannel behaves effectively as a low pass
filter.

TSis the target strength, which is given as the rbgoveen the reflected () and

incident (I, ) acoustic pressure on a target as ([Waite, A2D0%)]):

TS=10log, (II—R] (dB) (2.18)
|
Target reflections depend on its impedance inticglao the water. This is the target
ability to reflect acoustic signals (usually a neganumeric value indBs). In relation to the

target cross section, the target strength canasgiven as:

BS

TS=10log, [Tj (dB)

(2.19)
The backscattering cross sectioBS)), relates the mean incident wave power) (with the

backscattered wave intensity, () at midpoint by the equivalent volume as:

BS=4RL ()
e (2.20)
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The noise leveN is due to noise from the water environment but As®a component
due to the sonar electronics (transducer, amphiner analog-to-digital converter).
For correct sonar processing (being it synthgtiertare or target qualification in real

aperture systems), the minimum signal to noise (&NR) necessary is given byT .
2.3. Array Theory

2.3.1. Transducers

Transducers operating in the transmit mode arellysagsembled as arrays in order to increase
the source level of the transmitted acoustic pulBee directivity of a projector array
concentrates the transmitted sound in a given titrec

In the horizontal plane the transmissions may henidirectional or, with a
corresponding increase in source level, they mig fdace over some smaller sector. In the
vertical plane there is clearly no point in transimg omnidirectionally, so a typical array is
designed to make the vertical beam width betweem8%30° to the 3dB points.

The required source level might not be availalenfone projector. A single projector
requires a large surface area to avoid cavitatod, at higher frequencies this is not a simple
engineering solution: directivity would be sacmtt or at best compromised. Finally, the
reliability of an array of projectors is much betteecause several, perhaps even half, of the
projectors can fail before performance is critigathpaired. A multiple transducers system is,
nevertheless, more complex and more expensive.h&yntaperture tries to overcome the
limitations of systems that use few transducerghat expense of more signal processing
complexity.

Transducers operating in the receive mode aremddsd as arrays to improve the
response of the array in a desired direction, theiacreasing the signal-to-noise ratio and
indicating the direction of a signal source. Theedivity of a hydrophone array is due to all
signals impinging upon the array from the same ctiva being in phase, and therefore

reinforcing one another.

2.3.2. Beam-Patterns

The beam pattern of an array plots the array respamgainst angle, describing the relative
response of a beam formed from an array to sigeald noise from all directions.
Mathematically, the beam pattern of an array isitidal for both transmit and receive. The

improvement in the signal-to-noise ratio due todhmy is known as the array gain. A special
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case of array gain, that considers the signal eshhend the noise is incoherent, is designated
by directivity index. This parameter is simpler ¢alculate and will be normally be a

satisfactory measure of the increase in the signabise ratio due to the array.

2.3.3. Circular Transducer

Before starting our study of multiple transducemagwe will first see how sound is projected
by a single circular transducer. For this we witinsider that it can be modeled by a flat
circular piston of radiug made of thin and rigid material. This piston is @betely surrounded

by an infinite mass of water (and so the sound da¢ssuffer reverberation) and is vibrating

with a simple harmonic motiar(t) = u,e" . The axes of coordinates are centered in themisto

and the radiated sound field has symmetry of rewmiuwith the same axis as the piston.

The pressure in an areis = 277 xd>of the piston is ([ Kinsler, L. et al (1982)]):

dp(r.6,t) = —pja)uoejw[t Cj = p jou, €47 ds (2.21)

Wherer/c is the delay due to the distancé the source. Integrating over the surface of the

piston we get (and assuming cylindrical propagation
p(r.6t)= 22 (& —ds (2.22)
2

The integral is taken between 0 and the pistonusadi The filed along the acoustic

axis (6=0) is relatively simple to calculate. The integratbmes:

w.kr

p(r.0t) = pcuok.[ 27xdx

NZH X (2.23)

Solving the integral we find that the amplitudeld pressure through the z axis is:

ol (T

Since the transducers are usually small, this agpga can be simplified

pP(z0)=2ocy

consideringy/r <<1 and thatv1+ x can be approximated by the first order Taylor esjan
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p(z0)=2pcy

.n{az kH
SinKk ——
4r (2.25)

The sine can also be approximated by a linear temnsidering thatk/r <<1which is

true for normal sonar operating conditions sin@\wavelengths are in the order of centimeters

and the closest range in the order of meters:

k

p(z0)=0 25
2 r (2.26)

This approximation is what is called the far fidgproximation. In the near field

(a/r<<1nk/r<<1) the pressure amplitude varies rapidly betwéeand2pcy,as is suggested
by the sine. As the range increases, the pressopéitade follows al/r dependence as it

would be expected since the cylindrical propagadmeing considered here.

In the far field, the circular transducer dirediiis given by:

2J, (kasin®)

DI (8) =
( ) kasin@

= |Zsinc(ka sir€)|

(2.27)

Where J;is the first order Bessel function. If the radidslee transducer is large compared to

wavelength ka>>1) the first lobe is narrow and there are severd¢ $obes. On the other
hand, if the wavelength is large compared to the sf the transduceké <<1), only the major

lobe will be present.

Taking the approximation for the far field, thellrio-null beam-width @, o) 1S
(whereD is the piston diameter):
(A _A_ 24
Bt -to-nun = SIN 1(?j :I‘_ =E (2.28)

2.3.4. Real Arrays

Receiving and transmitting arrays are perfectlyl,daad so without lost of generality we will

analyze the case of the transmitting array as iase intuitive. If Sand S,are two point
sources (forming a dipole) vibrating in phase agdaé amplitudes §,), a hydrophone placed

in the far field in the directio® will receive two sound waves of equal amplitudede S and
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S are almost equidistant from the hydrophone), butliierent phase corresponding to the

distance as illustrated Figure 3 ([Waite, A. D.42}):

Ad =dsing (2.29)

Figure 3: Dipole array.

The phase difference is:

@ =@sin9
A (2.30)

The sound pressure at the hydrophone is the veatarof the pressure, andp,, of

the same amplitude and with a phase differgnce

p(0)=n(0)+ p(6)= p+ n¢ (2.31)

For a single sourcg, the pressure is constant whatever the directhdmen a second

sources, is present, the pressure varies between 02gpés a function of :

jﬂsine

p(6)=p[1+e’]=2p cos{ﬂ sirﬂj e’
A (2.32)

At the axis of symmetry of the dipole (whee0), the pressure ip(0) and so we can

ﬁ {_ Slrgj S|n6
P(0) (2.33)
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The intensity varies as the square of the absuhltes of the pressure, as a result:
@ =cos (? sirﬁj (2.34)

And in logarithmic form:

10log,, (%J = 20I0g0( COE% siﬂn (2.35)

The 3dB beam-width (the width in degrees at thd-p@ver points of the dipole

response) for a distance between dipalesin be obtained by:

20Ioglo(co{% sirﬂ?D= CISES cc(san siﬂj=% = 0= sﬂ‘(%j (2.36)

When the spacing is exactly= A/2, nulls appear ag0° and -90°. As the spacing is

increased secondary (side lobes) appear which @re snacceptable, and wheh= Athey
totally change the beam pattern so that the ma&spanse now occur at the previous null
angles.

Considering now that the dipole of element is atdbntre of a large sphere of radiys

the sound flux passing through an areads#faround the centre is the(¥, 27 cosd)rd 6.
If (1)is the average intensity at the surface of the rgplibe total sound flux passing

through its complete surface ig:)47r?, and therefore ([Waite, A. D. (2005)]):

[N
=Y
N

'[ | (6,2 coH)rd 6 (2.37)

Defining the directive index[§l ) asDIl =10log,K , where K is the directivity factor

we get:

1_ (1) 1 "21(6,2m cod)rd &
?_|(o)_4mZI

e (O (2.38)
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Figure 4: Array of n hydrophones.
Substituting:

@ =co¢ (% sirﬂj

(2.39)
We obtain:
2
%:I“—g:—; I cos (% sirﬂ] cogdb
02 2.40)
And thus integrating and changing the variablegete
, (zmj
Sin
1 1 A
— =01+
K 2 2
A (2.41)

And,
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DI =10log,K = 3- 10log,| ¥

(2.42)

When the elements are separatedi byl/2, this reduces tbl =3 dB. When the
elements are separated doy0, thenDl =0 dB. We would expect both of these results
intuitively: two elements have twice (3 dB) the mvwas one; and when the two become one
(d =0), the dipole is omnidirectional ardl =0 dB.

The simple dipole can be is extended to an arraylgfdrophones of spaciddFigure
4), the beam pattern is then given by ([Waite, A(ZD05)]):

1-¢e

— (2.43)

p(9)= p0(9)+ g)(é’) g+, .+ Q(g) gn-1¢ — npzn: -
k=1
Using the complex trigonometric identities it isspible to simplify the above equation

obtaining:

. (nm .
sm(/]smej (09 s
p(6’)=np)—eJ A
(T,
sm(/}smej

(2.44)

If the individual beam patterns of each of the sdarcer are not omnidirectional and
thus have a dependency in amplitude and phase &ifior example an array of circular

transducers), but are approximately equsl(@) ), it is trivial to see that the resulting arraylwi

have the following beam pattern:

. (nm .
sm(/]smej 0 g
py(6) = npy(6)— 24— &
sin(sinej
A (2.45)

The main lobes of an array can be steered by intiad phase or time delays in series
with the elements. To place the maximum of the bpattern at the anglé the delay must be:

M sing, -d, = 0= d =2 sing,
] ]

(2.46)
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When this is done the beam width and side lobeststre of the array is changed. The

beam pattern of the line array is then modifiegliédd:

sin| nr7| 9sinH—g Sing, ' ar
A A J((n—l)7 sing-== sm&sj

sin(ﬂj(sine—j sirﬂsj] (2.47)

The directivity of an array of n elements spadedA/2is given by:

p(6)=np,

DI =10log,n (2.48)

For a continuous line of length the pressure in the far field is found by inteigrato
be:

sin( sinH] Lt Lt
p(6) = |oo(9)|_/]T o = g(e)sinc(l'/]—ﬂ sin&j éa™"’
sin( sinej
A (2.49)

Since this expression reduces to a sinc functim((x) = sind x)/ x), it is possible to

see that there will be nulls in the beam patterematine argument of the sinc function equals

+nmn=1,2,3..and peaks at 0 artf((n—l)ﬂ+7—2-[),n= 1,2,3..

Except for the simple dipole with elements spadesg than or equal tb=A/2, all the

above beam patterns have significant side lobdde®trong signals will be detected through
the side lobes of adjacent beams as well as, thyrréc the main lobe of the beam at the
bearing of the signal. The resultant bearing ambyigand additional, false signals complicate
all further processing. The aim, therefore, shduddto produce the narrowest possible main
lobe consistent with some reasonable side lobes.

In the case of a continuous line, the directiuiiyex is:

DI =10I0gm(£j
A (2.50)
By using amplitude shading or weighting, meaningywvey the amplitudes of the

signals applied across the array (in transmit)omniag from the array (in receive), it is possible
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to reduce the side lobes, but always at the expeinsglening the main lobe and reducing the

directivity somewhat:
P(6)=wn(8)+ wp(6)+...+ wR(6)= B(6)2, we™ (2.551)
=1

Reducing the directivity means that the sourcellessreduced as a consequence. In an
active system it is the combined, transmit andivegdeam pattern which is important and it is
hardly ever desirable to further reduce the sideedoat the expense of source level. A better
solution is to adequately shade the receiver el&sanly.

All shading functions widen the main lobe by soraetér. Mathematical procedures
may be used to determine the amplitude shadindiciesits which yield the narrowest main
lobe for a specified level of side lobes ([WettergrT.A. et al (2005)]).

Note the similarity between amplitude shading usededuce bearing side lobes in a
beam pattern and pulse shaping used to reduceefieyside lobes in the frequency spectrum

of a pulse as will be described next.

2.3.5. Synthetic Arrays

Synthetic arrays are formed when instead of hawmipdpysical transducer; a common swath is

sampled at n different positions with distancesvieen thend, with the same transducer. For

static scenes, a synthetic array should be equivate having a real array with the same

number of elementsdf =0):

j 2, sing i 27y sing

p(6)=m(0)+ p(6)e *  +.+p(6) e’ = np

j 2 g

e (2.52)

k=1

Synthetic arrays can be processed much the sagsasaeal arrays, by combining the
received echoes with the correct delay and shadieering, P. (1984)]). Nevertheless, by
doing so, the information available in the echaesiat being correctly explored. It will be
shown in the next chapters, that by using speaifijorithms, it is possible to obtain an image
from a synthetic array that has a resolution inddpat of the range: a very different result

from that obtained using common array techniquesre/hthe resolution has a range

dependency given by:

Oyr =SING, of (2.53)
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2.4. Pass-band, Base-band and Analytical Signals

In signal processing, it is common to use the cempgignals notion ([Oppenheim A. V. et al
(1999)]). In the implementation sense, a complgraiis nothing more than the combination
of two real signals (real and imaginary parts). ldger, the convenience of the complex signal
notation in frequency domain analysis has madecthmplex signal concept an essential
ingredient in theoretic signal processing.

Another important ingredient in signal processinthie band-pass (frequency spectrum
centered at the carrier frequency) signal con@enqt,the possibility to model a (real) band-pass
system with a complex base-band model (frequenegtam centered at 0). In this context the
complex signal concept becomes mandatory. The Isignansmitted by sonar systems are

band-pass signals and thus the interest on thisgeptation.

2.4.1. Analytical signals

A signal which has no negative-frequency componeésntsalled an analytic signal

([Oppenheim A. V. et al (1999)]). Therefore, in Gonous time, every analytic signa(t) can

be represented using only the positive frequenciiqroof its Fourier transform as:
1% ;
)=—/| Z(w)e* dw 2.54
20 =7 [2(«) (2.54)

Where Z(w) is the complex coefficient (setting the amplitualed phase) of the positive-

frequency complex sinusoigl“ at frequencyw.
Any real sinusoid Acos(at+¢) may be converted to a positive-frequency complex

ai+;a)

sinusoid A by simply generating a phase-quadrature compoasini{«t+¢) to serve as

the imaginary part:

A9 = pcos(wt+ @)+ jAsinwt+ @) (2.55)

The phase-quadrature component can be generatadhmin-phase component by a
simple quarter-cycle time shift. For more complkéchsignals which are expressible as a sum of
many sinusoids, a filter can be constructed bytighgifeach sinusoidal component by a quarter

of cycle. This is called a Hilbert transform filtéret H,{x} denote the output at time of the

Hilbert-transform filter applied to the signal. Ideally, this filter has magnitude at all
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frequencies and introduces a phase shift—érf at each positive frequency ané( at each
negative frequency. When a real sigiét) and its Hilbert transfornmy(t) = H,{% are used to
form a new complex signa(t) = x(t) + jy(t), the signalz(t) is the (complex) analytic signal
corresponding to the real signdt) . In other words, for any real signdt), the corresponding
analytic signalz(t) = x(t)+ jH,{ ¥ has the property that all negative frequencies(of have

been taken out.
Consider the positive and negative frequency comptsn at the particular

frequencyy,

(1) = &
X (1) = e (2.56)

Applying a —90 degrees phase shift to the positive-frequency corapt (phase shifts

can be impressed on a complex sinusoid by multiglyt byetjE =+j), and a+90 degrees

phase shift to the negative-frequency component:
v.(f)=e'2e =~ ¢
g s sia
y (t)=e 2e'¥ = je (2.57)
And adding the signals together we get:

2, ()= x (§+ Jy, ({) = % - pa =2 ¢
z ()=x(9+ jy ()= + fe =0 (2.58)

With the negative frequency component has beeneteshcThere is also a gain of 2 at
positive frequencies.

In the case of a real sinusoid:
x(t) = 2cogeyt) = &4 + 'Y (2.59)

Applying the ideal phase shifts, the Hilbert tramsf is:
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y(t) - erbl 2 4 éJaﬁ i é%l + Jelwot 25|n(% ) (2.60)
The analytical signal is then:
2(0)= x()+ iy(1) = 2cof )+ j 2sifet) = 2 (2.61)

By Euler's identity, in the sum{t) = x(t)+ jy(t), the negative-frequency componentsxff)
and jy(t) cancel out, leaving only the positive-frequencynponent. This happens for any real

signalx(t), not just for sinusoids as in this case.

2.4.2. Pass-band and base band signals

Since all the information in a signal transmittedy a sonar is contained in a

bandwidthB around a frequeney, the band-pass signal transmitted by a sonar @an b

described as:

t)=Re{5 () ¢4} = I() cofew §-  } sifw,) (2.62)
| (t) and Q(t) are the real and complex components of the base¥Ersion of the signal:
s (1)=1(t)+ iQ(t) (2.63)

The band-pass signal can also be written to pwvidence the modulus and phase of its

constituting base-band signal as:

9= 17+’ co{w [ )D (2.69

To recover the base-band signal from the pass-Bagithl we can first apply the Hilbert

transform to the signal and add to the originasiger:

s(t) = I(t)co{cwt) - Q(t) sifat) + jH{ (t) cofwt)-Q(t) si(wct)} =

=[1(t)+iQ(t)]e™ (2.65)

The base-band signal is now obtained by:
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s(t)=s() e =109+ j(9 (2.66)

In practice, it is also possible to obtain the Haaed signal by multiplying the pass-

band signal bye ' and filtering the result, thus removing the cosaral sine terms with

wt dependency.

2.4.3. Sampling of pass-band signals

Considering again the signal transmitted by a sonar
(1) = 1(t) cos{aat) - Q(1) sir{w,) (2.67)

Remember that this signal has bandwiidnd has its spectrum centeredf at but let

B represent the signal bandwidth plus some guardiémrecy space that can be adjusted. If the

signal is sampled at a sample time give by:

1
T. =— 26
S =og (2.68)
And make:
B
fo=(2-19)= (2.69)
We get:

( = I(Tncos(w. T~  Thsifw, Th=

T Co{_z ])j s ’E (2- )Lj (2.70)

Dividing this expression imodd and even we get:

s 1+l
,hodd

o(Tr) = {I (Tsn)(—l)l{;rjeven 2.71)
Q(Tn)(-1) "=

This means that the signal doesn’t have to be sairaif, =2( . +B/2), instead if it is

sampled at a frequency given by the above fornitiiagpossible to correctly recuperate the in

phase and quadrature components of the base-bgndl.sin reality the in phase signal is
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obtained multiplyings(T, n) by (—1)2 whennis even and by when isnodd. In the same way,

the quadrature component is obtained multiplys(@ n) by (—1)'+n7+1+l whennis odd and byo

whennis even.
The reason for this can be seen intuitively. Whamsing at a lower sampling rate (but
chosen to respect the above equation) severalrapeaplicas of the signal will emerge, one of

which will be cantered at DC and thus having itsctfal content between f,/2 and+f /2.

This means that the sampling and down-conversiaa pdss-band signal can be done in one

step, lowering the sampling frequency requiremantsthe hardware complexity.
2.5. Pulse Compression

2.5.1. Matched Filters

Pulse compression is an example of matched fijerirwo-dimensional matched filters are
commonly used in image processing and will be ukeoughout to explain how cross-track
and along-track target discrimination is achieved.

A matched filter is obtained by correlating a knowsignal, or template, with an
unknown signal to detect the presence of the temptathe unknown signal ([Haykin, S.
(2000)]). This is equivalent to convolving the uokm signal with a time-reversed version of
the template (cross-correlation). The matchedrfikethe optimal linear filter for maximizing
the signal to noise ratio (SNR) in the presencadufitive stochastic noise. Matched filters are
commonly used in radar and sonar, in which a knsignal is sent out, and the reflected signal
Is examined for common elements of the out-goiggai

The matched filter is the linear filtér,

+00

y(t)= j h(t-7) x(r) or = I—’l{ H( f) X( f)} (2.72)

—00

that maximizes the output signal-to-noise rasiuR=| E/ |§| ﬁ} ([Haykin, S. (2000)]), where

s is the filtered signal and is the noise and denotes the expected value. In the discrete

form we have:

vi= 3 4§

(2.73)
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If s(t) is the transmitted signal anx(t)=s(t)+ n(t) is the signal plus noise, the

output of the filter is:

y(t)=ih(t—r)x(r)dr=]il’(t—r) 47) d+]: f £7) fr) d=+j: htr) @) o (v

(2.74)
The expected value oft) is E{v(t)} =0and the energy (variance) is:
+00 +00 ) } : N +o0
e[ (9)= & W) o) o] o) ) =S | e o
e - = (2.75)
N, is the noise amplitude level. The signal energy is:
o 2
E{§(t)} =U h(t-7) {7) d) (2.76)
And so:
oo 2
[I h(t-7)s(r) dr]
SNR=~"_
No '[|h(t—r)|2 dr
2 % (2.77)
Using the Cauchy-Schwarz inequalifydénotes complex conjugate):
+00 2 +00 +00
* 2 2
oo @] <flawf o] ale) ¢
o ‘o o (2.78)
Knowing that the equality is achieved when:
a,(r)=ag,(r) (2.79)

It is possible to find a maximum limit for the SNR:
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+00

:%:L|s(t—r)|2 dr

—00

(Th(t—r) s() dr] ) +.[.:|h(t—r)|2 dr]i|s(t—r)|2 dr

No h(t-7)" dr N h(t-7)° o

2 —U | 2 —U | (2.80)
If we know make:
h(t)=as (7) dr (2.81)
We get:

oo 2
['[,S (t-7) 5(7) 07) n 2

— =7°j|s(t—r)| dr
—Oﬂs(t—r)z dr -
2 % (2.82)

And so the matched filter is the complex conjugdtthe signal that was sent. It is also
useful to think of the matched filter in the corttex the inner product as it is more intuitive.

Lets the outputy, the inner product of the filter and the obsersigghal such that:

=S H[HAH=t = Hs he gy (2.83)

We can derive the linear filter that maximizes aitgignal-to-noise ratio by invoking a
geometric argument. The intuition behind the madcfiéer relies on correlating the received
signal (a vector) with a filter (another vectorpaths parallel with the signal, maximizing the
inner product. This enhances the signal. When wesider the additive stochastic noise, we
have the additional challenge of minimizing thepaitdue to noise by choosing a filter that is
orthogonal to the noise.

Formally defining the problem, we seek a filtér, such that we maximize the output
signal-to-noise ratio, where the output is the inpeoduct of the filter and the observed
signalx. Again the observed signal consists of the delgralgnal sand additive noise:

x = s+ v. Defining the covariance matrix of the noise anting that this matrix has Hermitian

symmetry (A= A", where" denotes Hermitian transpose):

R=&{w) (2.84)

59



Interferometric Synthetic Aperture Sonar Systenmpsufed by Satellite

Let us call our output[n], the inner product of our filter and the obserseghal such

that

=S H[H{H=t = Hs he gy
= (2.85)

We now define the signal-to-noise ratio, which is objective function, to be the ratio

of the power of the output due to the desired dignthe power of the output due to the noise:

% S i (2.86)

efwr}

We wish to maximize this quantity by choosingExpanding the denominator of our

objective function, we have
Md=g(HY(HY't=HEW & '
(= (1 Y(H )= 0§ w R o087

TheSNRnow becomes:

hq°
SNR=1—
h"Rh (2.88)

Rewriting this expression with some matrix manipola exploiting the Hermitian

symmetry of the covariance matiy, we obtain:

2

B

To find an upper bound on this expression we agaiognize a form of the Cauchy-

SNR= (2.89)

Schwarz inequality:

[a" < (a" g1y (2.90)
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This is to say that the square of the inner prodéitivo vectors can only be as large as
the product of the individual inner products of treetors. This concept returns to the intuition

behind the matched filter: this upper bound is ew#i when the two vectorsand bare

parallel.
Expressing the upper bound of the using this geaeniaequality above:

NG R GIE CIG . oo
CUICUR LIS,

This upper bound can be achieved making,

(-EH—-

1 -1

REh=aR? < (2.92)
And thus:

h=s'R"< (2.93)

Where a is an arbitrary real number. To prove that thipregsion for h is the optimal filter,

we substitute in the expression for the outpNR reminding thatR, has Hermitian symmetry:

R (o
BICIZH TN

We often choose to normalize the expected valubepower of the filter output due
to the noise to unity. That is, we constrain

£

2

3IQ)H—\

(-EH—-

¥} =1 (2.95)

This constraint implies a value af, for which we can solve:

}=a’s' Ris1 (2.96)

y2

3
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Yielding,
a=—2 (2.97)
s"R's
Giving the normalized filter:
1 -1
h= R's (2.98)
s"R's

If we care to write the impulse response of thieffifor the convolution system, it is
simply the complex conjugate time reversah of
This solution was intuitively expected for both detlons. The output of the filter will

be maximum if it corresponds to a correlation vibich the template is the signal itself.

2.5.2. Pulse Signal

Matched filters are often used in signal detectsnis the case with sonar. As an
example, suppose that we wish to judge the distahe®m object by reflecting a signal off it.
The simplest signal a pulse sonar can transmitsisw@soidal pulse of amplitude A and carrier

frequencyf,, truncated by a rectangular function of width. The pulse is transmitted
periodically although, without loss of generalitye will consider only a single pulsg) . If we

assume the pulse to start at time0, the signal can be written the following way, wsthe

complex notation:
s() = Arect(t__rﬂj g?d (2.99)

With the rectangular function defined as:

1 ,-T/2<t<T/2

0 t<-T/20t>T/2 (2.100)

rect¢)={
And the received signal will be an attenuated amhésp-shifted version of the
transmitted signal plus added noise. To judge tiseace of the object, we correlate the
received signal with a matched filter, which, iretbase of white (uncorrelated) noise, is
another pure-tone sinusoid. When the output ofrtia¢ched filter system exceeds a certain

threshold, we conclude with high probability thiae received signal has been reflected off the
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object. Using the speed of propagation and the titaethe reflected signal is first observed, an
estimate of the distance of the object can be m@tenging the shape of the pulse in a
specially-designed way, the signal-to-noise ratml dhe distance resolution can be even
improved after matched filtering: this is a techidcknown as pulse compression.

Additionally, matched filters can be used in parmmestimation problems. Returning
to the previous example, we may desire to estinteespeed of the object, in addition to its
position. To exploit the Doppler Effect, we wouikid to estimate the frequency of the received
signal. To do so, we may correlate the receivedasigith several matched filters of sinusoids
at varying frequencies. The matched filter with thighest output will reveal, with high
probability, the frequency of the reflected sigaad help determine the speed of the object.
This method is, in fact, a simple version of thecdéte Fourier transform (DFT). The DFT
takes an N-valued complex input and correlatesitith W matched filters, corresponding to
complex exponentials at N different frequencies, yield N complex-valued numbers
corresponding to the relative amplitudes and phaSt#s sinusoidal.

To determine the range resolution which can beimdtawith such a signal, we will
consider the attenuated and time-shifted copy efdhginal transmitted signal (there might
also be a Doppler effect but will not be considenede): the return signa&(t) . There is also
noise in the incoming signal, both on the imagiremg the real channel, which we will assume
to be white and Gaussian (this generally holdseality); we writen(t) to denote that noise.
To detect the incoming signal, matched filteringused. Like seen before, this method is
optimal when a known signal is to be detected amam@dditive white Gaussian noise. In
other words, the cross-correlation of the receiwéghal with the transmitted signal is
computed. This comes down to convolving the incgngsiignal with a conjugated and mirrored
version of the transmitted signal. This operatian de done either in software or with

hardware. If writese( {) for this cross-correlation, we get:

+00

se(t)=.([ S(r)d 1) d (2.101)

If the reflected signal comes back to the recemetimet,and is attenuated by a

factorK , this yields:

j2rmfy(t-t,)
dD:{KAé G St<t+T (2.102)

n(t) ,t=t+T
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Since we know the transmitted signal, we obtain:

se( t) — K&/\(t ;tv] d2molt-t) 4 I‘l( ) (2.103)

The functionA(t) is the triangular shaped pulse defined as:

2(t+T/2)/T -T/2<t< 0
A@)={-2(t-T/2)/T ,0st<T/2 (2.104)
0 ,t<-T/20t>T/2

The result of the cross-correlation between theeand the transmitted signal(t),
remains a white noise of same characteristias(gssince it is not correlated to the transmitted

signal.

If two pulses come back (nearly) at the same tilme cross-correlation is equal to the
sum of the cross-correlation of the two elementsignals. To be able to distinguish two
different triangular envelopes, it is necessary tha times of arrival of the two pulses must be
separated by at least so that the maxima of both pulses can be uniquidgtified. If this
condition is false, both triangles will be mixedygdher and impossible to separate.

Since the distance travelled by a wave durifgscT, and since this distance

corresponds to a round-trip time, we get that #mge resolution with a sinusoidal pulse is:
5. =S (2.105)

As a conclusion, to augment the resolution, thegldngth must be reduced.
The instantaneous power of the transmitted pul@eﬁt)$|s( t)|2. The energy put into

that signal is:

E:TP(t) dt= AT (2.106)

Similarly, the energy in the received pulsegis= K> A°T. If ¢ is the standard deviation

of the noise, the signal-to-noise ratio (SNR) atribceiver is:

2 p2:
sNr= 5 = KOAT (2.107)
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The SNR augments with the pulse duration, if oterameters are fixed. This goes

against the resolution requirements, since geryesakk wants a large resolution.

2.5.3. Chirp Signal

As seen above, it is not possible with a simple ueted rectangular, to obtain simultaneously
high resolution and high energy. It is also posgstbl explore the autocorrelation properties of
coded signals to transmitted a long enough sigmal,after matched filter presents a sharp
peak: hence the name pulse compression.

In radar and sonar applications, linear chirpsefrequency sweep) are the most
typically used signals to achieve pulse compressidre pulse being of finite length, the
amplitude is a rectangle function. If the transedtsignal has duratidn, begins att=0 and

linearly sweeps the frequency banticentered on carrief, it can be written:

s(t) = Arec(t__rﬂ] ejzzn{fo_%%t} (2.108)
The phase of the chirped signal (that is, the asguraf the complex exponential), is:

olt) = 2/1( f, —%+%tjt (2.109)

Thus the instantaneous frequency is (by definjtion

f)=Ldot)_ _af af (2.110)
2 dt 2 7T

Which is the intended linear ramp going froij-Af /2f0 att=0 to f,+Af /2 att=T.
It can be shown [Hein, A. (2003)] that the crosselation function ofs(t) with the

receiveds’ (1) signal is:

se( 1) =T?A/\(?t)sinc(mft/\(?tjj @l () (2.111)

The maximum of the cross-correlation functionsgl) is reached at. Around 0, this
function behaves as thsinc(x) term. The -3dB temporal width of that cardinal sine is

approximatelyr' =1/Af . Everything happens as if, after matched filteringsimple pulse of
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duration T' had been used with the corresponding time resolufror the common values

of Af , T'is smaller tham , thus obtaining the desired pulse compression.

Since the cardinal sine can have strong side ladbe®mmon practice is to filter the
result by a window (Hamming, Hann, etc). In pragtithis can be done at the same time as the
adapted filtering by multiplying the reference ghikith the filter. The result will be a signal
with slightly lower maximum amplitude, but the siddes will be filtered out, which is more
important.

The distance resolution reachable with a lineagUfemcy modulation of a pulse on a
bandwidthAf is:

e (2.112)

Ratio T/T' = TAfis the pulse compression ratio. It is generallyaggethan 1 (usually

its value ranges from 20 to 30).
The energy of the signal does not vary during putsmpression. However, it is now
located in the main lobe of the cardinal sine, wheadth is approximatelyy'. If P is the

power of the signal before compression, @\dthe power of the signal after compression, we

have:

PT=PT (2.113)
This then yields:

P =T/PT (2.114)

Besides, the power of the noise does not changedhrintercorrelation since it is not
correlated to the transmitted pulse (it is totalgndom). As a consequence, after pulse

compression, the power of the received signal @adnsidered as being amplified Tyf .

This additional gain can be injected in the sompragion.

Although other types of chirp pulses exist (likeadtatic), linear chirps provide good
correlation properties and low sensitivity to Daapshifts. ([Collins, T.; Atkins, P. (1998)]
and [Collins, T.; Atkins, P. (1999)]). The linedhip is orthogonal with a chirp that has the

same symmetric frequency rate.
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2.5.4. Pseudo-Random Sequence Signals

There are other means to modulate the signal. Rhadalation is a commonly used technique;

in this case, the pulse is divided hntime slots of duratiori/N for which the phase at the

origin is chosen according to a pre-establishedreation and thus occupying a bandwidth of
Af =N/T. The signal is thus simply given by ([Frerking, {1994)]):

s(t) = real{ ar® éz”fO‘} =cos( 27 f 77 (1) (2.115)

Where c(t) is the sequence of random integers. The precise afiahoosing the
sequence 0f0,3} integers is done according to a pseudo randomesegu Barker codes

([Barker, R. H. (1953)]) are an example of thesgetpf sequences. As with a linear chirp,
pulse compression is achieved through intercoroglalhe advantages of the Barker codes are
their simplicity (an de-phasing is a simple sign change), but the pcdsepression ratio is
lower than in the chirp case. The compressionse akry sensitive to frequency changes due
to the Doppler Effect if that change is larger than

If similar resolution characteristics when compatedchirp are wanted, the signal

should be constituted by the orthogonal codes aseland quadrate components ([Frerking, M.
(21994))):

s(t) = rea[ g(9+ jo (] €7} = ¢ ycos( 27 §}- ¢ (Ysin Zr ) (2.116)

Where c (t) and c,(t) are two orthogonal pseudo random codes of the samgéh (for example

Gold codes [Gold, R. (1959)]). The reason for thithat if we use only one of the components
the signal will have a spectrum that is symmetricaklation to the origin. Thus the bandwidth
available will not be efficiently used. With a coibethe phase and quadrate components of the
signal, the bandwidth will no longer be symmetrieald the resolution thus achieved will
bec/2Af .

67



Interferometric Synthetic Aperture Sonar Systenmpsufed by Satellite
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Figure 5: Chirp and pseudo-random pulses.

Pseudo-random sequence pulses provide a meanetodekte set of orthogonal pulses

by using the properties of the pseudo random cotleis. type of pulses are interesting in

sceneries where it is desired (and possible) tesini a pulse before the echoes of the previous

one are completely received or situations wherdiptalsonar devices are operating with the

same frequency (multiple boats).

Figure 5 presents an example of a chirp and pseamtiem phase signal of the same

bandwidth (and thus theoretical time resolutiorfpbeand after compression.

Nevertheless dynamic range limitations make theukameous transmission and

reception of orthogonal signals very difficult fmday’s electronic sonar front end devices.
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Chapter 3: System description

3.1. System Overview

The complete system setup ([Silva, S. (2007a)plivsded into two major subsystems: the

sonar device transported by a surface craft amhexal base station (Figure 6).

Autonomous Surface Craft
On-Board Navigation
SONAR - -
PC System
Base Station Y
Mission f
Control - Reference
PC Station

Figure 6: Sonar system overview.

The sonar platform is the autonomous surface clafiwn in Figure 7 ([Cruz, N.
(2007)]). This is a small catamaran like craft, ypng high direction stability, smooth
maneuverability and several hours of unmanned @iparavhich can be manually commanded
from the base station or fulfill a pre-defined nwss plan. It was built using commonly
available components to lower cost and simplifyntenance. It has two independent thrusters
for longitudinal and angular motion that providegthimaneuverability at low speeds and a
maximum speed of 2 m/s. Its size is suitable fuyether with the navigation system, executing
profiles and other maneuvers with sub-meter acgur8ecause of its size and modular
construction, this setup is easily portable and loas deployment time. The boat itself is
modular and easy to assemble in site without thesl rd any special tools. The boat carries
three GPS receivers, for position and attitude utation, a digital compass and an inertial
navigation system. The data from the digital coramasd inertial system is integrated with the
GPS data to provide a refined navigation solutlbmlso embodies an on-board computer for

system control, as well as for acquisition andagerof data.
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Figure 7: Autonomous surface craft based syntragirture sonar.
The communication to the boat is obtained usindetirernet radio link (Wi-Fi). The
boat and base station antennas were studied amimine the effect of the water reflective
surface and maximize radio reach which is in thenketer range.

=i

Figure 8: Autonomous craft in preparation for a Bia.

The sonar system is carried by the boat as pay(Bapire 8) and transducers are
placed at the front of the vessel, rigidly coupledhe boats structure. Compared to a solution
based on a tow-fish, this sonar platform was maghigsen because of the possibility to use a
GPS positioning system. The velocity and positioliofving is of great importance too. Low
frequency errors such as deviations from the dégiegh or inconsistent platform velocity are
in this way limited. Other surface crafts couldused, but it would still have to provide some

degree of motion control.
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Having the sonar placed at the surface of the watets its use to shallow water
realms such as rivers, lakes, dams, harbors, etause of the maximum possible range. These
are an important part of the synthetic sonar péssipplication scenarios. Placing the sonar on
a surface craft also makes the system more vulleetabundesirable heave, roll and pitch
motion that has to be measured by the boats namigaystem and integrated in the sonar

image formation algorithms.

Figure 9: Autonomous craft and base station beéoreission.
The base station is constituted by a portable RE€rims the boat and sonar control
software, a GPS reference station and a high sigédl radio link to the boat (Figure 9). The
purpose of the base station is to control the misaind provide real-time visualization of the

sonar data.

Figure 10: Transducer array and support system.
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3.2. Sonar system

The synthetic aperture sonar system is itself @ostl by two major components: the
transducer array (Figure 10) and the digital sigmatessing system for signal generation and
acquisition (Figure 11). The hardware for the s@yatems was designed and developed within
the frame of this PhD work.

3.3. Transducer array

The floating platform transports the acoustic toamer array, placed beneath the
waterline. The transducer array is formed by twepldiced sets of 4 transducers separated by
0.5 m. Although only one transducer is necessaryrémsmission and reception of the sonar
echoes, the vertical arrangement enables interfsrarheight mapping. The horizontal set of
transducers is for future use where image enhantetheough the use of micro-navigation
techniques will be studied. Each individual set banregulated for an angle suitable for the
illumination of the swath at the expected underwsiteface depth.

The transducers operate at a centre frequency O6kHX) corresponding to a
wavelength of 0.75cm. As appropriate for synthagerture operations, their real aperture is
large (approximately 18 degrees), but have a stfamg-to-back lobe attenuation ratio which

is fundamental to minimize the reflections on tlattstructure and water surface.

Figure 11: Sonar signal generation and acquisitgystem.
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The effective transducer diameter is 5cm, whichvedl for synthetic images with this
order of magnitude of resolution in the along-trdalection.

The usable bandwidth of the transducers (and ofsiheals employed) is explored
thought the use of amplitude and phase compensttiabtain the highest possible range
resolution from the system, thus enabling the Usbamdwidths of 20 to 40 kHz with the

current signal acquisition configuration.
3.4. Signal Generation and Acquisition System

The sonar signal acquisition and generation systermade up of four principal
components: the digital processing and controlesysithe power amplifier, the low noise
amplifier, and a GPS receiver for time referendguyfe 12).

This system is tailored for a high resolution ifgesmetric synthetic aperture sonar and
so special attention was paid to the different @ua components in terms of bandwidth,

amplitude response and phase linearity.
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Figure 12: Sonar schematic system overview.
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3.4.1. Linear PA

Figure 13: Linear PA

The power-amplifier (PA) is a linear amplifier (kig 13) which can have a bandwidth

as high as 10 MHz, and has a continuous output poate of 50 W (RMS). A trade-of was
made between output power and bandwidth. Becausareviterested in using our system in
shallow waters, an output power of 50 W was foumdbé adequate for this 200 kHz sonar
system. In exchange it was possible to build a paweplifier with very flat amplitude and
linear phase response in addition to low distori{idRiD < -60 dB) in the spectral band of
interest. The power amplifier only operates throtigh transmission period: this saves energy
and lowers the electric noise levels during ectuepgon. Traditionally, switch amplifier are
use to drive the transducers. For high frequeneyaissystems, pulse width modulation or
sigma-delta modulation require very high switchgpgeds that are difficult to obtain with the
output stage of an output amplifier. If only phasedulated signals are used, a switching
amplifier can be used with lower switching speedumements. A linear amplifier design
enables the use of amplitude modulated signalstymdally provides low noise and spectral
interference. The transmitted signal can be of kimg: linear chirp, logarithmic chirp or
pseudo-random sequence. It can also have any lsuitabdowing function applied. At this
moment, a linear chirp of 30 kHz bandwidth is beirged for system tests. The system is
prepared to output a pulse rate between 1 to 1%Hétause this system is meant to ne used in
shallow water surveys, short ranges enable hightseprates. Nevertheless, because of the
broad beam-width of the transducer and its effecthameter, a pulse rate of 15 Hz still
imposes very low moving speeds to the autonomaaft .16 m/s) that in turn has to couple

with higher precision trajectory tracking constsain

74



System description

3.4.2. Low-Noise Amplifier

Figure 14: Low-Noise Amplifier.

Each receiving channel has a low noise amplifier arcontrollable gain amplifier to
handle the high dynamic range of echo signals (Eidul). The pre-amplifier system has a
bandwidth of 10 MHz, a noise figure of 2 dB and(a135 dB gain range. It can also recover
rapidly from overdrive caused by the transmittindse.

To reduced aliasing, a linear phase analogue fiftersed. This anti-aliasing filter is

interchangeable and can have a cut-off frequencipoéxample, 650 kHz or 2.3 MHz.

3.4.3. Digital-to-Analog/Analog-to-Digital Conveosi

The conversion between the digital domain and a@ndtonain is made by a high speed
digital-to-analog and analog-to-digital conversiooard with two output channels and two
input channels (Figure 15).

Both the D/A and A/D have 12 bit resolution and eapable of 200 MSamples/s and
40 MSamples/s respectively. The 12 bit resolutibthe A/D (effective 72 dB SNR) was found
to be high enough to cope with the necessary fadtperformance that is dominated by the
transducers noise.

This board is capable of full duplex operation ailthh the sonar operates typically in
pulsed mode, switching between the generation napdethe acquisition mode. Also for this
reason, the dynamic range necessary is moderateaantbe compensated by the low-noise

amplifier gain control.
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Figure 15: Digital-to-Analog/Analog-to-Digital Comrvsion Board.

3.4.4. Time reference system

A GPS board provides the time reference for theaB¢Figure 16). This is constituted by a
simple L1 GPS receiver that outputs the GPS timéimary format through a serial port
together with a pulse-per-second signal (PPS). Gihary time information enables a large
correction to the clock while the pulse signal dealfiine adjustment of the disciplined clock
frequency. It also eliminates residual random delgfSilva, S. et al (2001)]) in the

communication path of the time information (prodegsparsing and serial interface).

Figure'16: GPS Time reference board.
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3.4.5. Base-band conversion and data storage

The sonar signal processing system uses a diredigital system architecture ([Mitola, J.
(1997)]). This means that only the front-end elets@f the sonar, like the power amplifier and
the low-noise amplifier, use analogue electroniogl all other functions such as signal
generation, frequency down/up-conversion, filterangd demodulation are performed in the
digital domain.

This greatly simplifies the electronic hardwaretla# cost of more complex digital
signal processing. But these in turn are powerfplyformed in a field programmed array
system (FPGA), providing a low cost solution.

A FPGA is a device that enables the implementaifarustomized digital circuits. This
device can perform several tasks in parallel arltigtt speed. The system complexity stands,
therefore, in the digital domain, enabling morexite and higher quality signal acquisition
and processing through this implementation. Theafighis technology results in a low power
consumption system that fits a small box, compatitith the autonomous surface craft both in
size and energy consumption.

The FPGA system is responsible for the generatfocomplex acoustic signals, for
controlling the transmitting power amplifiers andetadaptive gain low noise receiving
amplifiers, for demodulating and for match filtegithe received signals with the transmitted
waveform (Figure 17).

The first task of the FPGA is to control the digiaranalog (D/A) and analog-to-
digital interface (A/D). At each transmission pulsigger, the FPGA reads the signal wave
form from memory (that is stored in base-band, dated form), converts the signal to pass-
band (frequency up conversion), interpolates alter$i the signal, finally supplying it to the
D/A.

During the receiver stage, the samples are read fhe A/D, converted to base-band
(frequency down-conversion), filtered, decimated finally placed in a FIFO memory.

Each transmit pulse is time-stamped using a rea-tilock implemented in the FPGA
system that is corrected using the time informatiod pulse-per-second trigger from a GPS
receiver. This enables precise correlation withnéi¢igation data.

Interpolation, decimation and filtering is done ngsiCIC (Cascaded Integrate and
Comb) filters, which are a class of FIR (Finite g Response) filters whose coefficients are
all 1 or -1, therefore providing a simple meanroplementation in a FPGA ([Hogenauer, E. B.
(2981))).
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The processor embedded in the FPGA bridges thddegl hardware and the control
PC, providing an Ethernet access to the sonar &a deadout and issue of command
instructions.

The results are then supplied to an embedded cemfmrtstorage and acoustic image
computation. The base station at a nearly shoresaes this data through a high-speed digital

radio-link making the surveyed data available.

cic GPS

X
DEC
FIFO
Cic
- e

DEC

D/A Atomic Clock

Control Embedded

osc PowerPC

[+ Ethernet

Cic

INT

MEM DDR MEM
CiC
X

INT

Sonar IP

PA On/Off

Figure 17: FGPA system detail.

3.5. Navigation system

3.5.1. Overview

The quality of the images depends heavily on thhityako correct for the sonar motion. The
followed approach is to compensate for these wtbrmation from a high accuracy GPS-IMU
navigation system.

In detail, the navigation system is composed byfehlewing elements (Figure 18): an
IMU (Inertial Measurement Unit) with three gyrosespand three accelerometers; a digital
magnetic compass; two low cost L1 GPS receiversaldapof supplying carrier phase
measurements, and a L1+L2 GPS system capable lofimeakinematic carrier phase based
differential processing (RTK-DGPS). An L1+L2 geogagade GPS receiver installed in a

static nearby position operates as a referenderstat
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IMU

XYZ-Acceleration

GPS 1

XYZ-Position

On-Board PC

GPS 2

) XYZ-Position

Compass »| (Kalman filter) |

GPS 3

XYZ-Position

Enhanced Navigation Solution
Figure 18: Autonomous vehicle navigation sensagrtion schematic.

The receiver installed on the boat is capable oéiveng the differential corrections
from the reference station and supplying centimietegl accuracy position estimates through
processing of this information.

All data from these devices are logged for postessing, besides being used in real-
time. The carrier phase measurements of the twdiayxGPS receivers are processed in
differential mode to obtain absolute estimateshef boat heading. These are used to calibrate
the compass. The inertial measurements are ineehtd combined with the L1+L2 GPS
positions and calibrated compass measurementKiaran filter to produce a full position
and attitude navigation solution. The independetding estimates are needed due to the fact
that heading errors are loosely coupled to absglasitions when most of the vehicle motion
consists of straight lines (with low levels of tmmtal acceleration). The accuracy of the
navigation system is better than 1cm in positio@29in roll and pitch and 0.05° in heading. As
the synthetic aperture processing depends on gadement information of the received

sonar echoes, the sonar motion influences its pedioce considerably.

3.5.2. Navigation data fusion

Starting with the angular acceleratior[saxei Ad AK ]T) given by the IMU, the attitude of

the vehicle at the instamis given by:
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6| |8 NG | | AG,
o=@ e[ @ kT )| a0 || agy (3.1)
K| KT Ak' || Ak

The attitude vector is roll, pitch and ya%H’( W K T ). The attitude is thus given by
the previous attitude value plus the angular changasured by the IMU, corrected by the
estimated gyro bias[(wiB Add, AMB]T) and translated to the ECEF referential (Eartreéix
Earth Centered) through a matrix function of thevipus attitudev ([Hi‘l W™ M‘l]T) vector
([Farrell, J. L., Jr. (1976); Kuipers, J. B. (19P9)

The vehicle acceleration{a(; a, aL]T) in the ECEF referential are given by the
measured linear accelerations by the uv[ugg a'By dBZJT) corrected by the bias gravitational

acceleration ¢ ) and affected by the rotation matriR’((e‘ WK )) which is a function of the

vehicle attitude ([Farrell, J. L., Jr. (1976)]):

a, a] |a || [o
d |=R'(6.&.k)|3|-| 4|0 (3.2)
a & |a| g

And the velocity vector[(v‘x v, \}Z]T) is just the accumulation of the IMU correct

acceleration measurements multiplied by the elapsesit :

Vel [V ] A

v, |=| V)t |+ d, |At

i -1 i

v, v, d, 3.3)

Finally, with the velocity vector it is possible tmbtain the vehicle positions as

([¥x y 2])givenby:

X1 %] Ty,
y =yt |+ v |at (3.4)
Zi 2*1 \Z
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So in this way the measurements of the IMU caruded to calculate the relative
position of the vehicle (Figure 19).

Nevertheless, the IMU accelerometer and gyroscageed are random variables with
time the values of which have to be estimatediratb do so, results in errors that accumulate
rapidly due to the double integration.

To estimate the IMU bias values, a Kalman fileusually used since it enables real-
time operation ([Berdjag, D.; Pomorski, D. (2004}d [Welch, G.; Bishop, G. (2006)]).
Another more simple solution is possible when wagkiwith offline data: adjust the bias
estimates so the error between the calculatedigusiand the positions given by the GPS is
minimized. This concept will be further explored time chapter about auto-focus of sonar

images.

Accelerometers (1 (X =?—> f (4 - J %?—» Position

Accel Bias Gravity Initial Velocity Initial Position
& &

Velocity Error Position Error X
B Velocity

-1 _
Gyroscopes — —PT—» R B Attitude

Gyro Bias Initial Attitude
&
Attitude Error

—

Figure 19: Navigation dynamics flow diagram.

Using the position information obtained from the B&system and the heading data
from the digital compass (that is calibrated udimg heading information also from the GPS
system), the bias of the IMU are calculated ushey Kalman filter (Figure 20). The filter is
constrained assuming that the boat has a meanacongtch and roll, the mean height is
constant and the mean velocity in steady stateei®he set by the user. By using this approach
the corrected IMU measurements give the high frequeomponents of the vehicle position
and attitude with the low frequency components dpgjiven by the DGPS system and digital
compass.

Since the relation between the accelerations ahithe position is non-linear (because
of the rotation matrix), the extended version of talman filter has to be used. The time

update (state and error covariance projection ghezpdhtions are then:
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{P :&‘ = f (%1 Uea)

T
ARAA+WQ, W (35)
IMU

Accelerations
Y
Integration
Bias Position
/ Attitude
Y
DGPS L1/L2 L o Kalman Filter Constrains
Position
/ Attitude
A
Heading
- Compass
Heading

Figure 20: Kalman filter flow diagram.

The vector % is the concatenation of the attitude, velocity @adition error vectors
plus the IMU sensor biases, whileare the concatenated measured accelerations aothang
velocities changes. The functiofi(%,,u,) calculates the vehicle position and attitude as
described above. Since this function is non-lirtearerror covariance, is calculated using
the Jacobian matrix of partial derivatives off with respect toxand the Jacobian matrix,
of partial derivatives off with respect to the measurement neiseQ is the noise covariance

matrix.

The measurement update (Kalman g&in, measurement corrected estimatigrand

error covariancer, ) equations are:

_ _ -1
Ky =P Hy (HkPk Hi +VkRkVI)

% =%+ K[z~ H%,0)) (3.6)
B :(I_Kka)Pk_
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The observation function is in this case seldwsposition and attitude elements from

the vector %, that are compared to the measuremepand enforces the chosen constrains.
H,is the Jacobian matrix of the observation functigth respect tox. The vectorz is the

concatenation of the DGPS positions and digitalgass heading.
3.6. Control system

To achieve the best results, the boat trajectamest be executed with minimal
deviation from the predefined paths at constanedpmerer ground and with minimal roll and
pitch motions to allow for good correlation chagaidtics in surveillance and monitoring
missions. The speed must be kept below the maxiswmrey velocity, even when facing river
currents, in order not to create aliasing artifatte reconstructed image.

To accomplish these goals, a control system thanaatically drives the vehicle along
user specified trajectories at given speeds wasloeed (Figure 21). The control system is
organized in two independent control loops, ondtiervelocity and the other for the horizontal

position of the vehicle.

Path reference + L )
Trajectory Following Autonomous Craft
I

Controller System Model

Velocity reference -+ Ll

4— CP-DGPS
Kalman Filter — INS -
——— COMPASS

Navigation Solution

Figure 21: Integration between the navigation systnd motion control system.

The velocity loop determines the common mode aictmabf the boat while the
horizontal plane loop determines the differentiabd® actuation. These values are then
combined to produce the commands for the starbaaddoort thrusters.

The velocity loop is based on a proportional phisgral controller that assures that the
velocity of the boat is, in steady state, the oaénéd by the user. The controller parameters
are tuned to assure a smooth motion by rejectigg frequency noise from the navigation
sensors. Different controller parameters can bel tiseobtain the best behavior at different
velocity ranges.

The horizontal plane loop implements a line tragkahgorithm. It is composed by an

outer controller that computes a heading referdrased on the cross track error (distance of
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the boat to the desired straight line) and an iwoetroller that drives the vehicle heading to

the given reference. This two stage control looguess zero cross track error in steady state
regardless of the water current. The tuning ofdtroller parameters takes a dynamic model
of the boat into account. Drift due to currents domht model imperfections are estimated

inside these control loops ([Cruz, N. (2007)]).

Relevant to the performance of the automatic cosyrstem of the boat, and in general
to its behavior, is the quality of the real timdimates of the vehicle position, attitude and
velocities. The whole system has already been desteoperational scenarios with great
success. In particular, it has been observed tiravehicle follows intended trajectories with
average cross tracking errors below 10cm whenviitig 50m lines and a velocity error less
than 10% for a target velocity of 0.5 m/s (in cailuer waters).

Figure 22 presents a histogram of the cross trgckimor for a 50 m straight line
described by the autonomous boat while collectiA§ Sata.

In Figure 23 it is illustrated the path followinbiity of the autonomous boat, where it
was programmed to execute two parallel profiledaitistance of 1 m of each other.

The autonomous surface craft presents an adegasigation and motion controlled
platform for the development of this synthetic &pex sonar system.

Figure 24 shows the boat velocity graph, measugethé navigation system, during

the execution of a profile.

occurrences

— L

0o 0.05 0.1 0.15 0.2 0.25 0.3 0.35
cross track error [m]

Figure 22: Line tracking performance.
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Figure 23: Example path.
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Figure 24: Autonomous surface craft velocity duranmission.
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Chapter 4: Sonar model

4.1. System geometry

Side looking sonar is an imaging technique thavides 2D reflectance maps of the acoustic
backscatter energy from the submerged floor. Timeaps are characterized by an intensity
variation that is proportional to the acoustic tsmattered signal strength. Reconstructing the
image from this reflection maps and explore the det to achieve the best possible resolution
requires a good knowledge of the imaging proces$eino

For this system, the sonar transducers are lodsedath the boat pontoons, rigidly
connected to its structure. The boat is programtuogidllow a series of straight lines. As the

platform moves with velocity, the projector transducer ensonifies strips onfld@ at each
sampling instant ), corresponding to the sonar positigx(r) y(r) zr)], and the
hydrophone transducer listens for the echoes otdhgets (Figure 25). Each echo contains
undistinguished information of an area correspogdinthe beam pattern ensonified area. This

is known as a strip-map configuration. Track aness-track differentiation is obtained by the

use of matched filters.

] y
) f
-

V.

Tia

Figure 25: System geometry.

In Figure 25,1, is the slant range distance at each sampling posfitir a target in the

center of the ensonified swath. The transducersetrso that a swath of necessary size in range

is covered (Figure 26). The swath has the dimessgwven by the transducer horizontd) §
and vertical @,) beam widths for a certain height above the flpgy) and elevation angle
(6:). The echoes are obtained frogy, 0 Imax Bellow 1y, the sonar is not recording data

(Nadir). Above hay it is assumed that the echoes don't have enougmgth and can be
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ignored. Since the echoes are obtained as funofioange and along-track displacement, the

image coordinate system can be by denote¢kby) , wherey, is the slant range given by:

y, =\ ¥ +(z- 47))° (4.1)

The angled, is given by:

6. =tan (Z‘_Z(T)J 4.2)
y

z A

Nadir

Figure 26: System geometry (side view).

The complex reflectivity distribution of the tatgkeld is given by ff(x,y,) and is

obtained from the 3D reflectivity map as:
ff (xv,) = j ff(x v, 4r)+ ytand,) @, (4.3

Reconstruction of an image without correcting foe ground-plane mapping causes
range variant image compression and shifting. R&tcoction onto the original spatial
coordinates is only possible if an elevation mapki®wn or estimated by means of a
bathymetry method ([Banks et al (2001)]).

The 2D reflectivity maps can be described by amlemfunction with the along-track

(x) and slant-rangey() dimensions as variables:
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(% y.) =| (% )] €* (4.4)

The function gp(x, y,)is a highly random phase function and its Founiangform is

extremely broad and stretches to all points of spectrum. In the frequency domain,

ff (x, y.) is the convolution of ff (x, y.)

with e”*)_ This means thaf (x, y,)

gets modulated

to all parts of the frequency spectrum. For thissom, any window of the complete Fourier
transform domain is able to reconstruct the magsitof the reflectivity map to the resolution
determined by the size and shape of the window.

The time delay of each echo is a measure of thiardie to the target. Since the

platform is moving during the reception of the mslsthe total distance a pulse travels is:
r(7.%,Y.) == Toe (1) + Te (7) - o (4.5)

Whereo =[x y 7 is the vector containing the target coordinatgis the position
of the sonar during the transmission angdthe position of the sonar during the receptiorhef t

echoes that for the simple linear trajectory cage £ v ):
T=[u 0 0 (4.6)

And so, the time of flight is related to the rarye

ol

t (7, y,)==r(7,%y,) (4.7)
If we assume that during the transmission andpteme the sonar is essentially static

(stop-and-hop approximation), the above expredsiothe range simplifies to:
2
r(rxy.2) = 2o-T(r)|=2y(x- v) + § (4.8)

T(r)is assumed to be the position at the instant efstréssion (mono-static). This

approximation assumes that the displacement tlratreduring the transmission and reception
time is negligible. This is the common assumptiloat is good enough for SAR data models,
and is usually, but not always, sufficient for SAS.

Stop-and-hop approximation decouples the timdigtitffrom the along-track position

parameter. In reality this approximation is onlylidafor small vehicle velocities when
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compared to the propagation speed. The movemetiiteoonar during the transmission and
reception causes a temporal Doppler shift and gerdifice between receiver and transmit
positions. The received echoes can be thoughtwahf@@a frequency contraction for the returns
forward the sonar and an expansion for the tatgetind the sonar. Ignoring this effect results
in a slight geometrical error (image skew) and som®or blurring ([Bonifant, W. W. (1999))).
The continuous movement of the sonar can be modaheldcorrected for as explained in
[Hayes, M. P. (1989)].

In practice, however, the sonar platform motios parturbations in its motion, and so
the sonar model must account for the irregular gdmack sampling positions. Therefore the
polar coordinate model must contain a broader asiwa for the echo travel time with the
estimated position of the transducers and a rogtjimation of the bottom height (a flat bottom

is enough for a first approximation):

t, (7,X, Y, z)=§\/( X0 +(y- )’ +( z @)’ (4.9)

Moreover, different transducer geometries meanttietravel time will not be exactly
the simple double of the distance to reach theeta§jgure 27), but a function of the distance
from the transmitting transducer to the target laack to the receiver.

yA

Y

L IR

Lz

N

d

-

2d

-

3d
Figure 27: Multiple receiver geometry.

For this, an approximation can be made and timsitndter and receiver treated as if it

were a single co-located transducer placed midvedyéen the two. By doing this a multiple
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receiver array can be modeled as a single-receveair taking samples at the positions given
by the phase center. This implies a correctiorearh along-track sample of the received echo

data by half of the distance from the transmittethe receiver Kd/2,k=1,2,3..) by phase

adjustment or interpolation.

An error is committed when doing this approximatibat is more severe in the near-
filed and for large displacements between the veceind the transmitter elements ([Bellettini,
A.; Pinto, M. A. (2002)], [Bonifant, W. W. (1999)]Wilkinson, D. R. (2001)], [Banks, S. M.;
Griffiths, H. D. (2002)]).

A number of assumptions are inherent to this mdeedt, the model ignores the effects
of medium turbulence, refraction and multipaththat the signal is assumed to have travelled
along a straight path, and the propagation delgyragortional to the range from target to
platform. Second, the model assumes that eachtwmgdlectivity is constant and does not
change with the viewing angle.

Heave

yd
v
Surge

v

Figure 28: Motion perturbations.

Unknown motion components prevent the echo sigt@albe coherently combined
results in severe degradation of the reconstructedie ([Cutrona (1975)], [Johnson, K. A.
(2992)]). It is typically assumed that the positiomist be known to better than a tenth of a
wavelength of the signal used. The surface vehglgubject to perturbations in its position

(surge, sway and heave) and attitude (roll, pitahyaw) as exemplified in Figure 28.
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Also medium coherence in time and space is fundéaheNon homogeneities in the
medium cause ray bending and propagation speetldlimn, corrupting the assumed model
([Jensen, J.; Kuperman, W.; Porter, M.; Schmidt(2000)]).

Medium stability as been shown to be good enowglSAS imagery, with temporal
stability within then/4 limit over a period of a minute ([Gough, P. Hayes, M. P. (1989)]).

Platform motion errors limit short-range SAS anddimm coherence limit long-range
SAS ([Chang, E.; Tinkle, M. D. (2001)]).

The motion and medium coherence restrictions impdgficult barriers to SAS

systems that have to be overcome using sophidipateessing techniques.
4.2. Data model

The complex pass-band transmitted signal is (whgtg is the base band representation of the

transmitted signal):
P (1) = (1) €7 (4.10)

The received echoes will be the super impositiorthef response of multiple target
individual responses. The received signal due ® tanget is a time delayed and attenuated

version of the transmitted signal (supposing norcasi of distortion) convolved with the

combined transmitter and receiver beam pat&ms. v, 2.

a(f,r(r,x,y,Z))[ a7, %y 30 &(7, x y)3

a(r,xy, 2= X
(1.x.y.2) (4.11)

The attenuation of the signal due to propagatass l(cylindrical,e =1 or spherical
propagatiorr =2) and other loss mechanism is agglutinated inftmstion. The echo received

for one target at each sampling position is:
_ '2Hf0(lftf(r,x, z))
ee,(r.9=dr x y 30 9( t {7, x V)% € ' (4.12)

This assumes that the echo is not significantliuericed by Doppler effects, be it the
ones due to platform motion or medium motion (riveaters). Moreover, Doppler tolerant
waveforms should be used if possible ([RihaczeklVA(1966)], [Urkowitz, H.; Bucci, N.J.
(1992))).
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Along-Track Chirp
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Figure 29: Along-Track Chirp.

Raw echo data
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Figure 30: Uncompressed (top) and cross-track casped (bottom) echo data.
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So that it is possible to work with a minimal numbé data samples to allow efficient
implementation via digital signal processing, theadis demodulated and decimated at the

earliest stage. The carrier frequency is removedhfthe data via phase multiplication by

e '™ and filtering. It is straight forward to show thidie resulting baseband expression for

ee, (7, 9 is then:
eq(r.9=ar, x y30 p( ¢ t(r, x y)p &l (4.13)

The term e/ ("% %) s a hyperbolic frequency chirp in the coordinate.

Assuming a simple linear motion(r,x,y,z) = 2\/( x- )’ + y+ 2, we obtain the frequency

chirp depicted in Figure 29, for which the desalisenar parameters were used.
The range matched filter is quite simple and olgdi by correlating the received

echoes with the transmitted pulse:

s (7, 9 :J. eg(r, V) p('t Y di (4.14)

An example sample data with 9 targets is showFignre 30. Here it is possible to see
the effect of the pulse compression in the receeat data.

Taking the Fourier transform afg (7, f) in the t dimension we get:

ef, (r =P ff dr.x y ¥ f xy) &7 dx (4.15)

Using the principle of the Stationary Phagée(h, A. (2003}), the Fourier transform in

the r dimension is given by:

EE, (k. K= P(K) Ak §[[ f( xy) @ @ ax (4.16)

k, =ﬁ=2Lf’andk=Eare the wave number related to the along-track cioss-
\' \' Cc

track sampling times respectively. By making th#éofeing relation between the time and

spatial wave numbers:

(4.17)
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We get:
EE, (k. K= PF(k) Ak & FR Kk &) (4.18)

4.3. Resolution and sampling requirements

In the cross-track dimension, since pulse-compass used, the range resolution will
be given by the signal bandwidth and not by itsatlan. Because of this, it is possible to use
longer pulses to reduce the peak transmitted pawaintaining the total signal energy. Since
this system operates in shallow waters, the pulagimum length is limited by the nearest
distance of interest, taking into account that tkeeiver cannot receive data while the

transmitter is operating.
The resolution in the cross-trac& () is given by the ability to distinguish the peaks

the two closely separated pulse compressed signals:

At :Mij JXT :ﬂ
2 (4.19)

From the previous chapter we know tiatis 1/Af for a chirp signal.
The resolution in the along-track,( ) for a side-scan system is given by the horizontal

beam-width, furthermore the resolution is dependétite distance to the targefFigure 31):
Onr =T COSH,, (4.20)

The resolution in the ground planéxg) is given by:

JXT
XT,

' cosh, (4.21)

To make the resolution higher it is necessarydorebseg, using higher frequency
signals, larger diameter transducers or longeryarr@igger window of observation of
ff (x, y,) in the frequency domain).

In side scan sonar imagery the along-track positioist be sampled with a minimum

rate (Pulse Repetition Frequency - PRF) given leyrésolution in this direction as to avoid

gaps:
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PRF> AL (4.22)
\"

On the other side, the maximum pulse repetiticie ia given by the time that is
necessary to wait for the furthest target echarivea
2

PRFs—rg‘aX (4.23)

Y

b
\Vz X

Figure 31: Strip-map sonar along-track resolution.
In synthetic aperture sonar along-track echoes@mbined regarding their acquisition
positions to form a virtual array which in turnused to synthesize the image ([Gough, P.T.

(1998)]). The maximum synthetic-array length isioed as:

Liax = T COSE, (4.24)

Figure 32 represents how a single target echaised by the sonar as it traverses the
aperture. The target describes a hyperbole thahgtgampling positions which fall in the main
beam width of the combined transmitter and recaiadration diagram. The along-track length

that contains the target response is the syntapedure lengthl. . .

To correctly synthesize an image without aliasiadifacts in the along-track

dimension, it is necessary to sample the swath antimterval ofD/2 (considering the use of

only one transducer for transmission and receptidi)is constraint together with the

maximum pulse repetition frequency (PRF) impose®ry slow survey speed ([McHugh, P
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(1998), Putney, P. (2005)]). For that reason autenmaotion control is of high importance for
this system.
Consider the target of Figure 32, the target lagllseen by the sonar during the time it

is inside the aperture (3dB lobe) of the transduehich is approximately given by:

A
O ==
D (4.25)
The array spacing from Nyquist spatial samplind alassical array theory g2 (two
way equivalent 2 phase shift), which means that for angles of arwf a wave-front the inter-
element phase difference must be less thafiMcHugh, P. (1998)]).

Y

Figure 32: Hyperbolic target signature.

This is also true for motion errors. To correcityrh a synthetic aperture the platform
position must be known within 1/8 of a wavelengbhtlse echoes can be coherently combined
with negligible image deterioration ([Tomiyasu, @978), Fornaro, G. (1999), Cutrona, L. J.
(1975))).

Another perspective would be to consider the aspgcing to be given by a Pulse
repetition Frequency (PRF) that is at least edualnhaximum Doppler shift experienced by a
target. The Doppler shiff, is related to the radial velocity by:

fy =

2, _2vsind ()
A A (4.26)
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The maximum radial velocity is obtained at therbesige and so the lower bound for
the PRF is:

PRF2 2~

A D (4.27)

2vsinG,,, 2VAI/D __ v
A

The along-track resolution is independent of thege and wavelength. This results
from the fact that for a transducer with a fixedrdeter D, the synthetic aperture lengté, D

will be given, approximately, by:

Dsp = 2r063d|3 =2,

O~

(4.28)

Remembering that, is the distance to the center of the scene.

This than gives the classical synthetic apertlomegatrack resolutiory,, formula:

A A D
JAT :rOHSA:rO_er E

DSA
D (4.29)

The image formed in this way has thus a crosstrasolution ofd,, =cAf/2and an
along-track resolution 0d,, = D/2(where c is the speed of sound, BW is the tranethitgnal

bandwidth and D is the transducer diameter), buenraportantly the along-track resolution is
independent of the distance between the sonar lendatget ([Gough, P. T.; Hawkins, D.
(1999))).

We see here that the phase relations that erfadkyhthetic array formation are tightly
related to the wavelength of the signal and thecgiffe synthetic array length. Normally these
two values are interconnected due to the transdueat aperture width, but can be explored to
mitigate some of the problems inherent to synttegierture.

The aliasing artifacts are therefore not relatedht® presence of targets in some particular
spatial concentration, but are yes related to tiese relation between sampling positions. The
sampling constrain chosen for a synthetic apertamar system must target a along-track
ambiguity to signal ratio (AASR) and peak to grgtitobe peak ratio (PGLR) in the

reconstructed image. The dynamic range can be asiilnthrough the PGLR measure. An
under-sampling can be amenable when using highwidtid signals as in the case for the

transmitting pulses employed in this particularteys([Gough, P. T.; Hawkins, D. (1998)]).
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Figure 33: Effects of bandwidth in the synthetiagm reconstruction: sampled correctly (BW =
30kHz); 10 times under-sampled (BW = 10kHz); 1@$imnder-sampled (BW = 30kHz).

This is because when using high bandwidth sigriads energy in the point target
response side-bands is spread across the alorigdimaension instead of concentrating on

specific points. Figure 33 shows the result of nstacting an under-sampled synthetic
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aperture for the case of using a transmitted sigiital 10 kHz and 30 kHz. It can be seen that
the image using higher bandwidth signal benefamfthe smeared side-lobes.

On the other side, AASR does not improve by irsireathe bandwidth. Increasing the
bandwidth only causes smearing of the grating loBewe the total energy is maintained, the
value for AASR is maintained ([Chatillon, J. ef{(#992)], [Chatillon, J. et al (2000)]).

To truly overcome the along-track sampling conistrét is necessary to use an array of
multiple elements in this direction ([Heering, R982)]). By doing so, an increase of the PRF
by a factor equal to the number of elements is iplesssFor commercial and military
applications, this is typically the only way to alot a suitable area coverage ratio. The increase
of the number of elements in the array causes stauliial increase in hardware complexity and
data storage (more channels). The algorithms fothgfic aperture must also account for the

presence of multiple receivers.
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Chapter 5: Image Formation

5.1. Explicit Matched Filtering Algorithm

Suppose a scene containing a single point refle¢toe reflectivity function is a single Dirac

impulse in the center of the image as given by:
ff (x,y,) = 5(0.1) (5.1)

As the sonar platform traverses the aperture foligva simple linear motion, the changing
range to a given to a given target will follow goRybolic locus, or range migration, in space-

time, given by:
r(r.x,y,) =§tf (1,%y,) ={(x= ) +( )’ (5.2)
The obtained echoes are given by:

ee(r.)=dr, x y 30 p( £ (7, x ) @ () (5.3)

The pulse compression in cross-track is indepenfilent the along-track processing and

so the pulse compressed echo data is:
ss(x y)=eg(r, YO p( X=0( t Hr, xy) & (5.4)

Since the locus is range-variant, the image ingarproblem is two-dimensional and non-
separable. Based in the echo data, we must compiresz-D signature of each target into a
single, correctly-located impulse. An exact aldontuses the targets locus equation at each
location, thereby exactly inverting the system ¢igua

The reconstructed image point is thus:
1 (07 = [[ (-, (1 x ) €727 o) g g 55

Extending this reasoning to the whole scene, eaxht pn reconstructed the image is

obtained by applying a matched filter to the basdbdata ofss (7, {) using a point spread

function based on each target location that isrgtwe
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h(z,t)=a(t-t, (7, y,)) & ") (5.6)

These operations require interpolators due ts#mepled nature of the data and can be
implemented in either spatial-time, using convantoperations, or in the frequency domain.

Implementation of multiple receiver and transmittenfigurations is straight forward
with this algorithm as is the integration of sopasitioning information.

The first SAS processing systems used extensitdyniethod. Nevertheless, military
and commercial applications demanded faster algost more efficient and where real-time
image processing could be utilized.

Obviously, even with FFT operations, these methads very computationally

intensive, since a matched filter must be comptdedach pixel location:
ff (% y,)=[[ eE,(u B B} &) dud (5.7)

If it is assumed that for ranges that are large paved to the aperture length, the
hyperbola can be approximated by a range invaparmtbola obtained for the center of the
scene. This simplifies the processing since themoineed to explicitly compute the matched
filter for each target and the reconstructed imiggeimply the correlation between the pulse-
compressed echo data and the range invariant parghgure 34).

The along-track Fourier transform of the aboveatign gives the fast correlation
implementation, by using Weyl's identity ([CummingG.; Wong, F. H. (2005)], [Callow, H.
J. (2003)]) and noting that this is only correcoward the center range of the sceng X

because of the space-variant nature of the poneasifunction:
ff (x,v,) = [ EE,(k, K B(R &=V b di d (5.8)

For SAS systems this is usually not a very good@pmation, since the scene size is
usually of the same order of magnitude as the miistdo its center. As the matching of the

range invariant hyperbola will be lower for randkat differ from the chosen ong(), blur

will occur and limit the depth-of-focus (set of gas with an acceptable measure of resolution).
If the scene is divided in several blocks, the Hejtfocus can be somewhat extended,

but then again at higher computational effort. Aions such as the range-Doppler or the

Wave-number algorithm implement forms of fast clatien, but take a different approach for

extending the depth-of-focus.
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Raw Echo Data

2D
FFT
Pulse compression
Along-track compression
for reference range
Window
2D
IFFT

Reflectivity Map
Figure 34: Simplified explicit matched filteringgalrithm signal flow chart.
Typically, algorithms that use the transfer funetiof each target response are
designated matched filter system.
Figure 35 shows a scene with 9 point targets obthihrough the use of the application

of the explicit matched filtering algorithm.
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Figure 35: Explicit matched filtering output.

5.2. Range-Doppler Algorithm

The range-Doppler algorithm aims at extending tketll of focus obtained using
along-track compression with a single point-sprieedtion by using a coordinate change. This
is a popular algorithm for SAR ([Cumming, |. G.; Wp F. H. (2005)]).

Starting with the pulsed compressed datu?, a 1-D Fourier transform is

performed to the data in the along-track directibime data is then represented in the Doppler

(k,) and slant-rangey( ) domain:

ss(k 3= Fi( k. y)o +2 y o g e (5.9)
The locus of a point target placedyatin the range-Doppler domain is give by:

Y, Cs(k,) (5.10)
With the curvature factog, (k, ) given by:

C.(k)=——t -1 (5.11)

2ty

Range and along-track decoupling is performecbycbordinate change:
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2
(=1t eYe [1-C,(kJ)] (5.12)

After the coordinate transform we obtain:
T{s{k )} = Fi( k y) &= (5.13)

This step is implemented by an interpolation. Tétimightens the targets signature in

the range-Doppler domain, making possible to applalong-track matching filter given by:

Qa(k, y,) = =i (5.14)

Pulse-Compressed Echo Data

|

Along-track
FFT

|

Coordinate

Transform

Along-track compression
for reference range

Window

S
Y
)]
Y

Along-track
IFFT

|

Reflectivity Map

Figure 36: Range-Doppler algorithm signal flow char
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This operation is then followed by a tapered windtgk ) which may be any one of a

number of 1D window functions that will ensure Imide lobes in the image along-track
direction. The concept here is that the coordim@esformation puts a time advance into the
domain that is both delay time and spatial waveimemdependent. This decouples the rows
and the columns of the range-Doppler matrix. Phadg multiplication is followed which
removes the Fresnel-like dependence of the refleetthoes in the range-Doppler domain,
producing data corresponding to a pseudo-Foudasform of the diffraction limited image.

The final algorithm can then be represented asu(Eig6):
ff(x ) = BA{W(k) Qd k ¥ T | sg ul) (5.15)

The main disadvantages of this algorithm are fa e required interpolation between
two sets of sampling grids, secondly it degradethasscene extends away from the center.
With large beam widths, the spatial Doppler may lmtcompletely decoupled from the range
which results in additional linear frequency modetachirp at large wave numbers. For wide-
beam or broad-band systems, the use of this raog@lBr algorithm produces images with

degradation. This results form the narrow-band rapsion (k = k,) made in the derivation of

the algorithm. The narrow-band assumption neglthetspreading in the range direction of the

range-migration corrected data. This spreadingig®@able for non-zeré, values. This means
that the pulse compression appropriate kpe0is no longer appropriate at the larger wave

numbers.

Along/Cross track compression

Along-Track (m)

33 34 35 36 37
Cross—Track (m)

Figure 37: Range-Doppler algorithm output.
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To compensate this, a secondary range compresSk@)(was developed ([Curlander, J. C.;
McDonough, R. N. (1996)]). SRC provideskadependent compression in the range direction
to give improved imagery.

Figure 37 shows a scene with 9 point targets obthihrough the use of the range-

Doppler algorithm.

5.3. Wave-number Algorithm

The essence of the wavenumber algorithm is a coatelitransform fronfk,, k) to the(kx, ky)

domain.

Pulse-Compressed Echo Data

FFT

@ Along-track compression
for reference Range

Stolt

Transform

é<7 Window

2D
IFFT

Reflectivity Map

Figure 38: Wave-number algorithm signal flow chart.
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The 2-D Fourier transform is taken from the putsenpressed echo datfu {. By
applying a matched filter for a target at a refeeemangey, , oscillatory terms dependent of

y, are removed, easing the coordinate transform imgfeation by interpolation:

FF (k. k, ) = sl[ S§ K Belle (5.16)

Ss*{Wis the Stolt inverse coordinate transform giver([Bumming, I. G.; Wong, F. H.
(2005)], [Hawkins 1996]):

o] K=k
S {G]_{kys =\/4k27—|gf (5.17)

And the Stolt mappings™{}:

kX = kU
S{E}J:{k 1 (5.18)
2

The coordinate transform is the mapping of 2-D afosonstant(k,, k) centered around
the wave-number origin onto a regular gkidk, ).

The final image is obtained by 2-D filtering andveénse Fourier transform of the
processed data.

Although the later derivation was made for passdbdata, typically SAS data is
recorded in base-band. Moreover the Stolt coordin@insform requires an accurate
interpolation. By using base-band data, rapidlyyiwey phase data is avoided. Furthermore,

doing so, the input data is reenteredyorand the output data gp.

The equation describing the algorithm taking intocaunt the modulation and offsets

is:
FF(kok, )= §{ S§( K K & gt (5.19)

And the inverse base band Stolt transform is:
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o k=K
S

Since typicallyy, =y,, k, =2k and the above expression simplifies to:

FF (ko k, )= S{ s§( K K @} (5.21)

Without the interpolation step (coordinate charthé algorithm is equivalent to use a
match filter in the along-track direction for a esdnce range (Figure 38). By doing the
coordinate change, the depth-of-focus is extentlleds the image is always well focused at the
reference range (even for large spatial bandwiddrg) image distortion from inaccurate
interpolation only appears at the edges of the @naébpar range imaging requires even more

accurate interpolation due to the non-linear armtsgvariant nature of the coordinate change.

Along/Cross track compression
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s sy

Along-Track (m)
Target intensity (dB)

33 34 35 36 37
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Figure 39: Wave-number algorithm output.
Figure 39 shows a scene with 9 point targets obththrough the use of the wave-

number algorithm.

5.4. Chirp Scaling Algorithm

The chirp-scaling algorithm avoids the interpolatiof the wave-number algorithm by using
the first three terms in the Taylor expansion & 8tolt transform. Doing so, the time-shifting
and scaling properties of linear-FM chirp are therploited to replace the interpolation
([Cumming, I. G.; Wong, F. H. (2005)]).

Therefore assuming that the transmitted pulsdirgear chirp of the form:

p(t) =™ (5.22)
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With K =2—=2—2 fo” T . The along-track Fourier transform is taken, givin

2
t——ySCS(ku) Ko (ko) t=2yCd k)| PR
Ee(k, 9= Ff(k, § rect———— FterA G l09] yfag (5.23)

Here the effects of the transducer pattern anditude terms have been ignored. The

functionK, (k,, X) is the newk, dependent received chirp rate:

1
VK = Kegre(KX)

K, (ko %) =

(5.24)

And Kg.(k,x) is the secondary range compression range comectioe to the

imaging geometry:

871x K2

Kere(Ky X) = c W

(5.25)

The along-track Fourier transform was solved ugiwg-approximations. The first
being the Principle of Stationary Phase. The seammidoximation is a quadratic Taylor series
approximation of the Stolt transformation give E@dllow, H. J. (2003)]):

1| 4 (8K,)° }
4(k+k,) = /4 + k+ = R (5.26)
J [J% ¢ JaK-K
With:
_ 1 (kY
RENEE 20
We get:
2k K k2
Ak+k) - K = 2kB+ TR (5.28)
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The algorithm proceeds by making all targets haeesame phase signal as a target at

a reference rangg, by applying a chirp-scaling phase multiplicationth® range-Doppler

data:

Mm(k,, ) = Eq k, JWu, (K } (5.29)
With Wy, (k,.t) given by:

Wy, (k, 1) = @™ stecdklo (k) (5.30)

As mentioned this operation equalizes all the scattange migration phase term to

that of the reference scatter at raygeThe curvature factoCS(ku) ([Gough, P. T.; Hawkins,

D. (1998)]), mentioned already within the descdptiof the range-Doppler algorithm,
describes the spatial wave number dependent pénedfignal trajectory and the time locus of

the reference range is given hyk,), the time shift of the reference focus locus:

b(k)= v, (1+C(K)) (531)

To apply matched-filtering to the reference rargé;ourier transform is taken in the
cross-track dimension:

MM (k,,k) = R{ Mm(k, 9} (5.32)

Pulse compression and SRC are applied at this thiepgh the following phase
multiplication:

NN(k, K= MM(k, W@, (k, § (5.33)
Where the phase multiplication tetiv, (k,, k) is given by:

c?k?

Yy, (ku’ k) - ej“’TKs(ku)[l*Cs(ku)] éZkya)cs(ku) (534)
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The first term is the cross-track pulse compressiluding SRC for the modified
chirp rate, and the second term is the bulk rangeature correction. Additionally this along-

track and cross-track coordinates have been desdughdNN (k,, k) is simply given by:

NN(k. k)= NN(k2§ (5.35)

The data is then windowed across the processimgiviadth and inverse Fourier

transformed in thk domain, making possible to perform now the samengtoack

compression that was used in the range-Doppleridiguo
Ff (K, y.) = F@j{ NN( K, Kg)}w/g( k. ¥) (5.36)

The Wy, (k, v,)phase term enclosexq(k,),) and some additional phase

compensation terms:

) SFtsdetlar el e wf

W, (k. v.) = Qa( Kk, ¥, (5.37)

Finally the reconstructed image is obtained byeise Fourier transform in the

k. domain. This algorithm uses only phase multiplmasgi and Fourier transforms (Figure 40)

which can be implemented efficiently ([(Gimeno, Eopez-Sanchez, J. M. (2001),]).

The substance of this algorithm is to recognizg the equivalent of the t arigtime
advance in the range-Doppler algorithm implicit T{{lcan be accomplished by a phase

multiplication of the uncompressed range-Doppldéadgith the provision that the transmitted
pulse is a linear chirp.

A complete mathematical derivation of the chirglgg algorithm can be found in
[Callow, H. J. (2003)]. Other derivations can berfd in [Gough, P. T.; Hawkins, D. (1998)]
and [Gimeno, E.; Lopez-Sanchez, J. M. (2001)].

The above process lacks an interpolation step,rdmsving some of the limitations in
the computational efficiency of the seismic migsatialgorithm. The dominant computational
burden of the seismic migration algorithm is théeipolation step, which determines both
efficiency and accuracy. This is a trade-off, appidal implementations use an interpolation

kernel with several samples to favor efficiencygfléw, H. J. (2003)]).
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Figure 40: Chirp-Scaling algorithm signal flow char
The chirp scaling algorithms eliminates the need &m interpolation step by
approximating the Stolt transformation.
The chirp scaling algorithm has, however, sometétiuns of its own. First, there are a
number of phase errors inherent to the processFPTineiple of Stationary Phase is invoked in

several steps and the chirp scaling multiplier eetsl the range dependenceKof

Additionally, the derivation of the expression fibre range-Doppler data used a quadratic
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Taylor series expansion, and doing so, approximttedstolt interpolation. The effect of this
approximation is discussed in [Callow, H. J. (2003)

In [Raney, R. K. et al (1994)], all of the intringbhase errors are described as small
with the range invariance assumption cited as tbmiglant error. Another phase error
correction method is proposed in [Hawkins, D. Wough, P. T. (1997)], based on the
theoretical phase function of an image point target

Although this algorithm can only be used with umpoessed data obtained form the
transmission of a linear chirp, a different versadrthe algorithm was proposed by [Hawkins,
D. W. (1996)], [Hawkins, D. W.; Gough, P. T. (19p®™at allows computational saving and
the use of arbitrary waveforms.

Figure 41 illustrates the result of the Chirp suglalgorithm in a scene with 9 point

targets.
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Figure 41: Chirp-Scaling algorithm output.

5.5. ISFFT Algorithm

We have seen that cross-track compression is antask, since all the parameters of the
model are known and, more relevantly, becausecribgs-track compression is not variant in
any of the coordinates. Implementing azimuth cosgom through match filtering is more
difficult, because of the different cross-track éstmlas under the influence of each point-
target: cross-track variance of the spread function
The chirp-scaling algorithm avoids the burdensonem-lmear interpolation of a

coordinate change by using and the time scalinggsties of the chirps that are applied in a
sequence of multiplications and convolutions. Nthadess, the chirp scaling algorithm is

limited in use to the processing of uncompresséo eata that is obtained by the transmission
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of chirps signals. The approach followed by theenge scaled fast Fourier transform algorithm
(ISFFT) ([Hein, A. (2003)]) interprets the raw da@ectrum as a scaled and shifted replica of
the scene spectrum. This scaling can then be redrshweng the inverse Fourier transformation
if the normal IFFT is substituted by a scaled IFFfis scaled IFFT can be realized by a chirp
multiplication in the time and frequency domain.eTbbtained algorithm is computationally
efficient and phase preserving (e.g. fit for inteoimetric imagery). This algorithm was
developed for SAR imagery and applied to SAS withim scope of this work ([Silva, S. (2007
a)]).
Consider a complete scene raw echo data that caosbtaéned by calculating the

response for one target and then substituting thgles received backscatter by a set of

backscatters with a delay described t/fy,R(r))=2R(r)/c, where R(r)=y, + y.and
integrating these scatters through the entire seesieg the superimposition integral and
performing some approximations steps. In SAR data can approximatﬁso +ys-~\/y_,

because the mean range is many orders of magtitgber than the scene range. In SAS data
however, the average distance is of the order ef dbene distance. This is reflected as
amplitude weighting dependent range presented @sdbne spectrum. Since this weighting is
dependent only on range, its compensation can deded in the range compression step or
prior to synthetic aperture image formation. Thecum of an entire SAS scene in the

equivalent low-pass domain is then:
FF' (K, K) =y, €0/ 8 [ FR(k, y + y) @8 gy (5.38)
Which in turn can be written has:

FF' (koK) =y, FF( Kk (k §) (5.39)

By makingk. (k,, k) =/4(k+ k)* - ¥ . Because of the dependencyiofk,, k) on both

k,and kit is not possible to obtain the original backse@tiy spectrum back by conventional
means (without some kind of coordinate change terpolation). To compress all point targets
it is necessary to treat all of the individually.

Considerk, (k,, k)a non-linear distortion of the axis depending on botk, and k and
take the following Taylor series approximation (&&mn to the one made in the Chirp

algorithm):
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k (kK= (5 d6)+ k(o )l B+ Mk B K e

(5.40)
Taking only the first order term, we get:
2k
(oK)= 2k 2 6o

The spectrum of the complete backscattering mefit may be expressed as:

FF (k. k (k. k)= FF[MW%‘)
(5.42)

This approximation was found to be valid for SARa] but is also valid for SAS data,
where the propagation velocity is much lower, taeter frequency is also lower and the center
frequency to bandwidth ratio is quite higher tharBAR. As can be seen by the error surface
depicted in Figure 42, this assumption is applieabill.

Relative approximation error

x10

Relative error

f (Hz) f(Hz)

Figure 42: Approximation error in the frequency kag Taylor expansion.

Using this approximation, we can write the inversass-track Fourier transform of the

scene spectrum as:
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= (K“ y, + ys) 2% d 2PV ézkoﬁysj' FF( k.2 W*%) g Vulkrh) 2e/B —ido./B
(5.43)

Raw Echo Data

Cross-track

Cross-track
Compression

Motion Compensation

(1st order)

ﬂ
_?_ ?_ 7
B

Along-track
FFT

Range correction

Scaling chirp

piiy

Cross-track

-
<_<?<7ﬂ
-

Cross—track | Scaling chirp
IFFT
Cross-track
FFT
Scaling chirp
ISFFT
%i Along-track compression
Along-track

IFFT

Reflectivity Map

Figure 43: ISFFT algorithm signal flow chart.
In this equation we can identify the Fourier tramsf of FF(k,, k)scaled in the
frequency axis by2/g and shifted bgk,3. The original backscattering can now be obtained

using the scaled Fourier transform [Hein, A. (2008dting that:
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ﬁs(t/a);ij( a) €™ d= F{ ¢ af= '&°|{ (5 pre} ¢’ (5.44)
This results in:

= (ku’ y, + ys):%ézkoﬂys éjzysoko(l—ﬁ)g Ff( K oy+ y) d%obYe = F( K y+ é) (5.45)

Ff (k,.y,)can thus be found by the use of the inverse-sdatedier transform, and

after these steps, the desired synthetic apentuaige is obtained by inverse Fourier transform

in the k, dimension.

Figure 43 illustrates the algorithm signal flowstging in evidence the inverse scaled
Fourier transform step, and motion compensatiotofabat will be discussed in the following
section.
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Figure 44: ISFTT algorithm output: chirp.
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Figure 45: ISFTT algorithm output: pseudo-randorgusence.
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An example of a SAS image obtained through thisritlyn can be seen in Figure 44 and
Figure 45, where 9 point targets obtained by sitradausing the parameters of this sonar
system of the received echo signals is shown. Bgfiotheses for transmission signals are

tested: the chirp signal and the pseudo-randomesegusignal.

5.6. Back-projection

This class of synthetic aperture imaging algorithathough quite computationally expensive
in comparison with frequency domain algorithms, dentself very well to non-straight

acquisition trajectories and, therefore, to thdusion of known motion deviations from the
expected path ([Hunter, A. J. (2003), Shippey, ZB0B), Silva, S. (2007 b), Silva, S. (2008

a)))-
Q* S

Transducer swath Echo data Reconstituted transducer
swath for each ping

#

ffffffffff S

Superposition with remaining data
in correct position given by navigation solution

Figure 46: Back-projection schematic.

The back-projection algorithm enables image recaosbn for any desired path,
limited only by sonar position uncertainties, estilon of the bottom topography and
interpolator quality. It does not rely on the simplata resampling motion compensation
algorithms or approximations to a linear acquisitfmath ([Callow, H. J. (2003)]). Instead, it
considers that each point in one echo is the suromatf the contributions of the targets in the

transducer aperture span with the same range.
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To reconstruct the reflectivity map, each echopeead in the image at the correct
coordinates (back-projected) using the known traoed position at the time of acquisition

(Figure 46). The back-projection algorithm can terfulated as:
ff (X, ) :f s%(r, t—% (7, x v )j Bomyd ¢ xy Y W) T (5.46)

Wherer(z,x,y,2) is the distance between the transmitter to lonafioy, z) and back
to the receiver through the spgpis the transmitted signal center wave-number
r(r,x,y,zycompensates for the along-range attenuatimis a weighting factor that
compensates the transducer aperture attenuatibmulie 3 dB swath sizg#(,7,] ). As a first

approximation, the value of the constarquals 1, this relates to the path loss of a cyiltad

propagation model that is usually assumed in siwvaNaters ([Hunter, A. J. (2006)]).

Raw Echo Data

|

Range Compression

|

Back-Projection

|

2D Filter

|

Reflectivity Map

~&—— Navigation Solution

Rough Bottom Height
Estimation

Figure 47: Back-projection algorithm signal-flow antt.
This formulation enables motion compensation foaygwheave and also surge. This
last component is of special importance becaudeowdh the ping-rate is constant the

autonomous craft velocity is subject to variatioiaw, roll and pitch corrections can also be
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easily introduced. After the transducer positiorrasculated, these parameters only affect the
weighting factor. The cross-track pulse compresssomdependent of the along-track pulse
compression in the back-projection algorithm. Tfemes the signal processing chain can be
divided in two main steps: cross-track pulse comsgios and along-track aperture compression
(Figure 47). Furthermore, there are no constramtasing specific transmitted waveforms,
such as a chirp or a random phase signal. An additistep of filtering can be carried out to
remove artifacts such as speckle ([Chanussot,al.(@002)]) or improve the image sharpness
([Hungerblhler, N. (1998)]). A sharpening filter lowever, not suitable for cases were the
signal-to-noise rate is low as it emphasizes tigh fiequency components of the spectrum and
is only consequential for correctly focused images.

Along/Cross track compression
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Figure 48: Back-Projection algorithm output.

Along/Cross track compression
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Figure 49: Back-Projection (non-coherent) algoritlomatput.
Note that only pixels ensonified by the ping hawébé calculated. If the points to be
considered are only those included in the 3 dBsttaner aperture span, a substantial

performance gain can be obtained for long survagks. If the transducer aperture is large
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enough compared to the roll and yaw values andeimporal Doppler effect can be ignored
([Hawkins, D. W. (2004)]), the back-projection ciah echo becomes symmetrical to the axis
defined by the acquisition position and a small@ification can be made through which it is
possible to calculate only half of the affectednp®i Nevertheless, this algorithm is no match
for the frequency domain algorithms in terms of gessing speed. On the other hand,
frequency domain algorithms require small errorsilevifiollowing straight lines and are
therefore not suitable for this application ([FameG. (1999), Silkaitis, J. M. (1995)]).

Apart from the described algorithm that can be mége a coherent back-projection, it
is also possible to employ an incoherent back-ptije algorithm ([Foo, K.Y.; Atkins, P.R.;
Collins, T. (2003)] ):

)= |

ssb(r, t—% (7, x v jj‘ fr,xy3w)d (5.47)

This algorithm trades along-track resolution fooqassing speed and a considerable
gain in robustness to unknown platform motion aretiimm fluctuations. Also, the along-track
sampling rate constrain is also lightened and carhigher than without creating aliasing
artifacts. The along-track resolution becomes attef J,, = D/2:
8y, =222 (5.48)

As a by-product, the typical speckle in sonar ingagegreatly reduced.

The main advantages of the back-projection algoriéine related to its image quality
and ease of incorporation of motion compensatiatofa at the cost of processing speed. This
is true for implementations using standard CPUswéier, it is possible to use the back-
projection algorithm in an elegant parallel impleradion. Each echo back-projection can be
computed separately and then summed together émstitte the image. This leads to a fast
implementation using modern multiple processoreystvith a speed gain close to the number
of processors used.

Figure 48 represents the 9 target reconstructeddnusing coherent back-projection
algorithm and Figure 49 the reconstructed imagh thi¢ incoherent back-projection algorithm.
The resolution gain of the later compared to ctossk only compressed image is small

although the target hyperboles are know straight.
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5.7. Fast Back-projection

Real-time operation of synthetic aperture sonar iggrdtive parameter search for auto-focus
algorithms, require computationally efficient implentations of the image synthesis
algorithms. Back-projection enables flexibility ihe way the sonar parameters and available
information data is used, but suffers from compatet inefficiency.

Looking into the back-projection summation in deteralong-track sampling time, it is

trivial to see that the summation can be dividaed sub-summations:

N/P P

ff (X, Y,) =ZNl:s§(ri, tt(r, x yy) B = Z;Z; §€ri+j At {ny s x y))z 12§ 2v2) (5 49)
E =

Each summation has a lower along-track resolutibat tthe total combined
summations. This can be explored to achieve a psaug gain by decimating the along-track
image dimension to fewer points to which it is reszey to calculate the back projected pixel.
Several implementation of fast back projection gxtisat trade off accuracy and quality in the
image synthesis through a depth-of-filed narrovapgroximation to achieve processing speed
gains. They can be mainly divided in to fast pdiack projection algorithms ([Shippey, G.;
Banks, S.; Phil, J. (2005)]) and fast factorizedKyarojection implementations ([Banks, S. M.;
Griffiths, H. D. (2002)], [Hunter, A. J. ; Hayes,.NP. ; Gough, P. T. (2003)], [Ulander, L.;
Hellsten, H.; Stenstrom, G. (2000)], [Ulander, Hellsten, H.; Stenstrom, G. (2003)], [Callow,
H.J.; Hansen, R.E.; Seebg, T.O. (2006)]).

The difference lays in the way data is decimatede @btains sub-summations
arranged in a polar grid and decimates the anqudaitions. The other progresses through
recursive steps were the image is divided in swbeedigher resolutions representations and
fewer back-projected beams (one beam for eachwuimation in each step).

The approach followed in this work tried to maximithe image quality and input
parameter flexibility by decimating only the alotigek coordinates of each sub-summation

image, obtaining the final image by interpolatimgl@ummation of the individual sub-images.

5.8. Algebraic image reconstruction

Algebraic image reconstruction algorithm ([Silva, (8008 a)] is an algorithm derived from

back-projection image reconstruction with rootsnedical imaging.
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The integral expression used for the Explicit Mattfilter is normally implemented as
a summation, due to the discrete nature of therdedoecho data. The samples are interpolated

to their correct position given by(7,x, y, Zand summed to form the synthetic aperture image.

To get a better insight into the algebraic reammsion algorithm, seeing how
interpolation can be implemented in matrix annotats helpful.
A nearest neighbor interpolation can be writtematrix format in the following way:

A
Y,
Ys
Ya
Ys
A

(5.50)

o o oo or
©O O o prpr o
o or oo o
XX KX

P P O O o o

Here the samplesy,,y,, V.. v, ¥ y]are obtained frofix,x,,x,x]. The linear

interpolation in following a similar manner can@lse written in matrix notation:

.| [a, 0 0
y2 a21 a22 0
Y3 0 a, O
Ya 0 0 a,
Ys 0 0 a, a,
Yol LO 0 a; a,

(5.51)

o o oo
XX KX

With this in mind, the received echo data can égarded as a combination of the

original image pixels, and the value of a singbeep(y, ) can be given as:
Y =2 Hpx =Hx (5.52)

Here x is swath reflectivity arranged in vector mannerumn by column, and4 ; a

column vector whose non null elements contain treect complex weights of the embraced

swath. Extending the equation to the complete eckae we get:
y = Hx (5.53)

Where y is the echo data image also arranged/écir, column by column, and is

a matrix with dimensiofmx n)’. Heremis the number of along-track samples amdthe
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number of cross-track samples. This is a very lamggrix, but also very sparse. The

reconstructed image can thus be given by:
x=H7y (5.54)

Instead of inverting the large matkixwhich is only possible in special cases and
generally will not provide the desired goal of abirag the best signal to noise ratio, an

approximation can be made which leads to:
x=H'y (5.55)

H' is the transpose of the matrik. This is equivalent to the discrete summation that
implements the explicit matched filter. The matfixan be regarded as the map of the

elements of the image that contributed to one echo.

i Raw Echo Data
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Cross—track Compressed Data
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Along/Cross-track Compressed Data

Y
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i Reflectivity Map

Figure 50: Arithmetic Reconstruction Signal Flow.

Its elements value and position are calculatedudiitdhe navigation solution data and
transducer parameters as dictated by the sonarln®dethe navigation data is gracefully
included in the image formation process, withowt approximation regarding specific paths or

transducer location being made.
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Figure 50 shows the flow diagram of this sonartlsgtic aperture processor. A
solution to the above equation can also be obtaiisety a data fitting method by minimizing
iteratively the imagex that best fits the modet , knowing y:
min, |Hx -y (5.56)
This, however, does not provide results as godti@suto-focus method described in

the following section.

5.8.1. Auto-Focus

As will be discussed in the following chapter, afdous is an important step in image
reconstruction. The use of precise navigation @mtlundamental for the reconstruction of
synthetic aperture images. Nevertheless, in the ohbigh frequency sonar systems, it is very

difficult to obtain the necessary navigation prexisof 1/8 of the wavelength even with the use

of an integrated DGPS/IMU system. The algebraimmstruction algorithm can be easily
extended as to include an iterative auto-focusquore.

One of the major advantages of the arithmeticristraction algorithm is to lend itself
very well to estimation of the correct image forinatparameters through the use of a global
auto-focus algorithm.

Global auto-focus algorithms have several advastadhere is no need for any
particular image characteristic such as a strorggtar any statistical assumption on the type
of clutter. It is also possible to obtain good feswith along-track under-sampled data and
only one transducer.

For efficient implementation of the auto-focus axlthm, instead of changing the
elements of the matrid , which is computationally very demanding, an daxyl matrix of

with complex weights is used (Figure 51):
x=H'Wy (5.57)

The matrixW is diagonal matrix with onlym distinct elements: one for each along-
track echo. To further simplify this process ortig pphase of the complex weights is changed.
Therefore the non-null elements @& are complex number of unitary absolute value and

adjustable phase as a function of the image qualiyic.
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-

Weight Matrix Reconstruction Matrix

\W H

RAW Data —®

Y

= Reflectivity Map

Quality Measure -

Figure 51: Algebraic reconstruction algorithm aufimeus procedure.

This naturally assumes that the mattiis formed correctly through the use of
navigation data to within one wavelength of thes$rted signal used.

The role of the auto-focus algorithm is thus tarsk the best set of phase adjustments
that maximize some image quality parameter, witlma wavelength. Since the major burden is
in calculating the matrid , the auto-focus iterations are very fast.

Several image quality measurements can be usel, agicontrast or entropy, but it
was found that entropy measurement and, in paaticujuadratic entropy, is a more robust
measure of image quality. The main advantage ofdigia entropy is that no specific
assumption of the data probability density funci®msed. The entropy is calculated using an
probability density function estimated through taeailable data using a Panzer window
method as described in [Liu, W.; Pokharel, P. Bndipe, J. C.. (2006)].

Figure 52 shows the cross-track compressed imdgghraic algorithm reconstruction
output and output after auto-focus for the datdectdd in a test mission. The hyperbole
obtained shows the strong reflectivity of an ari#i target with little waviness, which is due to
the good motion control of the autonomous vehidfihout auto-focus the synthetic aperture
reconstruction is not very successful.

The error of the navigation system is too highdmuccessful image synthesis with a
signal of the frequency used in this system. Altitoit is possible to distinguish a target, the
resolution is poor and the target is smeared inatbhag track direction. Using the described
auto-focus step, after 25 iterations the imagehm right was obtained. Here the image is
perfectly reconstructed. The image quality limdatiin this case, is the side-lobes created by

under-sampling in the along-track.
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Figure 52: Algebraic algorithm output in the seviesteps: cross-track compression only; algebraic

image reconstruction without AF, algebraic imageaastruction with AF.
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5.8.2. Extension to a Large Data Set

Real life data sets might lead to reconstructiotrimes too big to be efficiently computed. In
this case, the original echo data can be subdividtedseveral blocks with suitable overlap. For
each block a matrix is created and auto-focustopraed on the respective data. The adjacent
blocks use the previous overlapping auto-focusrpaters to initialize their own auto-focus

step.

5.9. Motion compensation

When deviations from the predefined linear path lmewn, it is possible integrate this

information in the image formation algorithm, avioigl severe image defocusing.

sA

I T R B [ R R
T T T T T T T T T |
X

Figure 53: Representation of the sampling poiniaace.

Time domain reconstruction algorithms are ablecéonpensate for arbitrary path
trajectories ([Ulander et al (2000, 2001); Silva(ZB07 b)]). On the other hand frequency
domain reconstructions algorithms assume a linaén pnd constant velocity, therefore any
deviation from this assumption must be treated asotion error. Compensation for these
errors is not straightforward and might not evenpossible to reduce to a suitable level,
especially for single receiver and wide-beam system

Typically the echo data is realigned in a reguead assuming a linear trajectory
(Figure 53), before reconstruction through the desecy domain algorithm ([Banks, S. M.;
Griffiths, H. D. (2002); Hawkins, D. W.; Gough, P. (1997); Hawkins, D. W. (1996); Silva,
S. (2007 a); Wilkinson, D. R. (2001)]).

The received echoes model including the motionadiems from the linear path is:
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e (r.9=[] #(x ) o =2 4) +( v @) +( =z @) (5.58)

If we assumez(r) and x(r)is very small (thus assuming that the sway errothas

dominant one), the above expression simplifiesising the slant range notation):

eg(u- 7)., =[] ff( x y) 9( t‘%\/( x @) +( ¥ ;(r))zj (5.59)

] o(%, Y)

r+Arcoso

Figure 54: Correction of motion error.

This assumes an additional approximation: the dogsi of the variation must be small

(¥s(7) <<'y,). Furthermore for narrow-beam systeness(#)= 1 and is possible to write the

regular grid aligned echo data as:

e, .. (7. 0= eg(r, £2/ cy(7)) (5.60)

These motion-errors are dependent on the angleettatget, this dependency is more
pronounced in wide-beam systems (Figure 54). This to be taken into account in high-

resolution wide-beam systems. The error of thig@pmation is:

£=2y,(r)[1-cogd)] (5.61)
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Figure 55: Autonomous craft position deviation agrimaging mission.

It is not possible, in this particular sonar platioand especially for high resolution
sonar system using short wavelength signals, tdeoedpeave and surge. During the boat
motion, sway and surge are kept low by the boatianotontrol system, but heave is an
important component in opposition to tow-fish basedar systems, because of the waves on
the water surface (Figure 55). Yaw variations dan he larger than in tow-fish based systems.

If we suppose small values for these motion em@ get:

e ()= eg =) 2@ (O @ (e @) (562

In the frequency domain:
EE,.... (k. K= EE(k, § & g0 (5.63)

These corrections are applied through interpolaticthe echo data or directly as phase
shifts in the Fourier domain as is the case irdéhesloped ISFFT algorithm.

In [Madsen, S. N. (2001)], an approach using spac&nt filtering on local image
patches is used to perform wide-band single-recenggion correction.

For multiple receiver systems, wide-beam motiomgensation complexity is reduced
because many samples are collected for each samgaling position ([Callow, H. J. (2003)],

[Silva, S. et al. (2009 a)]). In these systems direction to target, for all targets, can be
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estimated for each sample position. Furthermoteeagivers suffer the same sway error for a
given ping.

By Fourier transform of the multiple-receiver déatong the receivers) to get a beam-
space representation of the data, wide-beam matiorection can be applied ([Callow, H. J.
(2003)]). The direct application of wide-beam teiques provides motion compensation for

targets independently of their angle from boresigh

, A

Yaw Pitch
] [

>

Roll \ y

Nav Center
X
4
RX 3

Figure 56: Transducer position calculation.
Attitude variations must also be accounted fortha calculation of the transducer
positions. Knowing the arm between the boat nawgatenter (reference for the navigation
system) and each transducer (Figure 56), and lésootl, pitch and yaw angles, the positions

of the transducers can be correctly calculated by:
T=RxB+ N (5.64)

Where R is rotation matrix associated to the roll, piteidayaw angles is the arm
vector between the transducer and the center oigaizan of the boat\is the absolute
position vector given by the navigation system ands the transducer position vector. The
correct position of each transducer is then usethéymage formation algorithm to synthesize
the image.

The transducers attitude also influences the s¥atprint. During image synthesis

this information should be used to calculate theem weights of the combined echoes.

132



Image Formation

Figure 57 shows a simulated boat positions seguémough a nominal linear path
with the typical motion deviation suffered by trggstem and Figure 58 and Figure 59 the
reconstruction of the simulated image using a feegy domain algorithm (ISFFT) and a time-
domain algorithm (back-projection). Although it wasssible to reconstruct to a high degree
with the motion compensated ISFTT algorithm evem ipresence of such high surge, heave
and sway deviations (in relation to the system exemtavelength), it is clear that back-
projection performs much better in integrating thmavigation data into the image
reconstruction. Back-projection and algebraic imageonstruction, as a time-domain
reconstruction algorithms, enable perfect motiomygensation at the cost of processing time.
Motion induced phase errors cause the primarydioith of short-range (<100m) SAS imaging
and as such must be kept bellay8 ([Hayes, M. P.; Gough, P. T. (1992)]) for correntge

reconstruction.
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Figure 57: Simulated position of the autonomoudeaag craft.
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Figure 58: Reconstruction of the simulated imageg$SFFT.
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Figure 59: Reconstruction of the simulated imagegiback-projection.
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Chapter 6: Image Enhancing

6.1. Auto-focus

Unknown motion components of the sonar platform aradlium instability corrupt the phase
of the echo signals leading to image blurring. remnore, the use of high frequency signals
and the long total path length of the synthetia@pe mean that the sonar platform will deviate
from its known position several wavelengths.

These phase distortion are one of the main olestacl the widespread of synthetic
aperture sonar. Autofocus addresses these probtdmsnknown phase distortions, by
estimating them through the use of redundant inftion contained in the echo data or by
means of optimization of a set of parameters uldeertain suitable metric. The autofocus
problem can be thought of a typical system estinagiroblem: estimate the unknown system
using a random noise input. The system in this taiee unknown distortion phase caused by
the path-derivation and random noise in the imagdumerged scene. Autofocus algorithms
therefore exploit the redundancy of the phase disto across the scene to estimate motion
errors.

In creating the synthetic aperture, one assumas tthe propagation medium is
homogeneous and does not have variations in thedsplesound. When in presence of sound
speed gradients, the sonar pulses travel along dwhttwisted paths and the correct sound
profile must be estimated and correct for to prévdorred images ([Hansen, R. (2007)]).
Moreover, medium instability leads to significa@ndom phase delays. Medium induced
phase-distortions are the limiting factor in lormgige synthetic aperture sonar ([Chang and
Tinkle (2001))).

It was found that the accuracy of even the besatenti IMU (Inertial Measurement
Unit), operating in standalone mode, is not enaieghllow for diffraction-limited imagery of
SAS ([Bellettini, A.; Pinto, M. A. (2002); Pinto el (2002); Wang et al (2001)]). Navigation
systems based on integration of GPS and inertiadsorement units enable direct image
formation as long as the wavelength is lower th@enrhaximum RMS error of the navigation
by an order of magnitude ([Silva, S. (2009 a)]).

Unknown path deviation of only a fraction of the@welength € A/8) can cause the

reconstructed synthetic aperture image to blur. Bhering caused by motion errors is

dependent in the amplitude and how rapidly aresthars varying.
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Motion induced phase errors are common to alletsrgn the sonar beam for a given
along-track sampling position. In opposition medidimctuations caused distortions vary
significantly, different areas of the received eamage can have different types of distortion.
This limits the area of the image with common phagers and thus the size for the patch that
can be auto-focused assuming common phase erragadh along-track sample.

We will define the procedure of autofocus hasdhe that enables the estimation of a
set of parameters used in the synthetic image fiimmarocess that leads to an enhancement of
a specific image quality measurement. These pasmean be directly connect to the sonar
platform path, as is the case with the positiorattitude estimation or be an arbitrary phase
error as the one cause by the unknown portioneopthtform position and medium instability.

Autofocus algorithms can be used to estimate tmarspath with the help of other
sources of navigation data such as an IMU as iscése described for a multiple receiver
system in [Pinto et al (2002)]. In this case itenmon to refer to the auto-focus procedure as
micro-navigation.

Micro-navigation algorithms such as RPC, DPCA ahdar average ([Callow, H. J.
(2003)], [Silva, S. et al (2009 b)]), exploit readlamcy in the echo collection. In contrast,
autofocus algorithms require certain statisticabpgrties in the scene of interest to work
correctly. When using multiple receiver systensijpossible to perform DPCA navigation as
described in [Silva, S. et al (2009 b)].

6.2. Echo-correlation auto-focus

Echo-correlation based auto-focus techniquesaerlyedundancy in the collected data
to provide reliable motion estimates. SAS data rbvasbversampled in the along-track for the
algorithms to operate (which is not possible witle tdescribed sonar system). Extensions
relying on typical scene-based auto-focus inforamatcan remove this requirement at the
expense of accuracy and algorithmic simplicity (@&, H. J. (2003)]).

Shear average is a simple-echo correlation awwesfaechnique (probably better
described as micro-navigation) that uses the remhurydfrom adjacent recorded echo signals to
obtain a sway information estimate. This requites the samples must be taken closer that the

limit of D/2imposed for SAS. Moreover, the submerged scene trarsslate into a random

image of uniform amplitude meaning that the pulsmpressed echo data of adjacent along-

track echoes must be delta-correlated. The sway is thus estimated as:
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JYS:Z_;Tzunwrap{m( 0 ss(z, ) sr ) (6.1)

In the presence of a strong scattering targetagisemption of delta-correlation breaks
down and the path estimation is biased. The inflaesf strong targets can be ameliorated by

applying a weighting functionw( f)) to the echo data ([Callow, H. J.; Hayes, M. Rough, P.
T. (2001))).

Also, the amount of phase distortion that can leasured is limited by the amount of
phase estimate that can be correctly unwrappedchddstfor dealing with this problem have
been proposed ([Callow, H. J.; Hayes, M. P.; Golgl,. (2001)]).

The RPC algorithm, also known as DPC and the DR{@arithm is similar to shear
average in operation and is used for multiple reesystems ([Silva, S. et al (2009 b), Groen,
J.; Sabel, J. C. (2002)]).

A variation of the shear-average algorithm does-cmherent estimation of adjacent
pulse-compressed sonar pulse displacement by a#itaylthe sub-pixel position of the
correlation maximum. Large path-deviations can strated since there are no issues with
phase wrapping and the correlation length is exdénthaking this algorithm useful for under-

sampled swaths. The sway displacement betweeneaudjachoes can be calculated as:
J, :Zmaxd{ F'l{ sS(r,, 1) s§(7.. )}}— y (6.2)
6.3. Phase gradient auto-focus

Phase gradient auto-focus (PGA) selects pointilikgets from every cross-track position in
the synthetic aperture image generated using apywhkmavigation information and priory
phase error estimation. The residual phase errestisnated along the sonar path at those
points and combined into an estimate of the tdtalgtrack phase error.

For the phase estimation only strong targets aesl uthe image is windowed and
shifted so the targets occupy the same locatiothénsynthetic aperture (Doppler history)
which removes any linear phase error trend. Thea@learor estimation is then integrated and
converted to sway displacement. This phase esbmagi then used to create a new synthetic
aperture image and the phase error estimation tegbeatil a suitable lower phase error bound
is achieved.

Phase gradient auto-focus use narrow beam andwéand assumptions that are not

suitable for application in this described systévimreover is not suitable for large motion
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errors (the estimated errors are modeled as pmgeocontaining significant components in all
coordinate directions (sway, heave and surge)giiyunder-sampled swaths.

The interested reader is referred to [Callow, H2003)] for an excellent description
and comparison of several PGA and PCA (Phase Quev#uto-Focus) algorithms for both

spot-light and strip-map synthetic aperture sonar.
6.4. Global optimization auto-focus

Global optimization provides a promising framewarkvhich to perform SAS autofocus. This
is an auto-focus technique that iteratively triesmaximize an image likelihood or metric
function.

The problem this type of autofocus algorithms $aein choosing a suitable image
metric and avoid the problem of local solutionstlie optimization process (solutions other
than the optimum due to several local minima indpgmization surface).

In [Fortune et al (2001)], a contrast-based imag#ric has been used and a local
Fourier magnitude uniformity (wavefront sensingdyed inadequate in [Callow, H. J.; Hayes,
M. P.; Gough, P. T. (2002)].

The computational burden of this optimization tyaetofocus is high, making it
difficult to apply and study.

This auto-focus technique is suitable for motiow anedium induced phase errors.
Several error parameters can be estimated simoltahe heave, sway, surge and medium
distortions such as sound propagation speed.

The approach followed in this work was to enhantieel synthetic aperture sonar
images through an auto-focus algorithm that is dase a global optimization technique
([Silva, S. (2007 b)]) that uses the already highliy navigation solution to further refine the
trajectory estimation and in turn, improve the ol#d image. In fact, the algorithm itself can
be regarded as a micro-navigation algorithm siheeimage quality measurement is exploited
to better estimate the boat’s position. Given the&ueacy of the navigation system, the purpose
of the auto-focus system is to correct unknown amtomponents below 1 cm level, elevating
the image quality to the standards needed for hpglcision applications, such as
interferometry.

Starting with the navigation solution provided bg {GPS/IMU system an optimization
algorithm (Nelder-Mead Simplex or Quasi-Newton noekthis used to search throughout the

solution space to find the position parameters thakimize the image quality. If the boat
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movement has very low power spectral density athigher frequencies, one can use the
decimated positions or the coefficients of a fgtipolynomial as optimization parameters.
Otherwise all the coordinates must be used in ¢laech algorithm resulting in a cumbersome
optimization problem where it is convenient to fhe attention to an area of interest of the
image in question.

The image quality estimate is the quadratic entropgsurementH{,(x) ):
H,(x) = —log IP(x) (6.3)

This is a measure of the imagesharpness. A low entropy value means a sharper
image. To calculate the quadratic entropy one ndedsgstimate the image information

potentiallP(x) . Instead of making the assumption that the imagensity has a particular

probability density function (uniform, Gaussianr@gative exponential [Ruderman, Daniel L.
(1994)]), the probability density function is estitad thought a Parzen window method using
only the available data samples ([Liw, W. et alq@))):

_ 1 N N _
IP(X)—W;;K,(& X) 6.4)

Wherek (x— x) is the Gaussian kernel defined as:

_x=x)?
e 207

k,(X=%) = o (6.5)

The parameter controls the width of the Gaussian kernel, largieies are necessary
for scarce data while small values lead to betstimation results. Because this method of
estimation requires a computationally intensivecuation of the sum of Gaussians, this is
implemented through the Improved Fast Gaussiansioam described in [Yang, C. (2003)].

We know beforehand that the solution cannot be ¥aryfrom the initial position
estimate. So a similarity measure is used betwblenestimated pathp(x w) (which is a
function of the input datacand the adjustment parametersand the measured path The
total objective cost also includes this path désratost which acts as a regularization factor of
the image cost function and eases convergenceeddlution. For this similarity measure the
correntropy function described in [Liw, W. et aD@5)] was used, as it does not assume any

particular characteristics about the path of that:bo
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min PW) == 3" KX, W= ¥) (6.6)

A schematic of the autofocus procedure is showRigure 60. Performing an image
optimization in this way does not rely on stronggéds or any other particular image
characteristic or statistical assumption. It alss i good degree of robustness to along-track

under-sampling.

Rough Bottom Height o i
Navigation Solution

Range Compressed Echoes Estimation
Position
Back-Projection Rl Estimation

(Minimize Total Cost)

Path Cost

Image Cost

Figure 60: Auto-focus block diagram.

6.5. Delta displacement

The back-projection algorithm uses the availabligaion solution to place the echo data in
the correct image coordinates. Assuming that naéigigarrors are small compared to the range
to the center of the image, further adjustmentthéoecho data placement can be made using
only a small adjustment to the mean range (Figii)e $0, each along-track sampling position
has it space coordinates and a variahlg,that affects all the data that in the crosskrac
coordinates. This adjustment is responsible for ¢berect integration in the along-track
direction.

These can also be regarded as phases only adjustméms case no change in range
direction is made and only a small change to theselof the echoes is applied before image

reconstruction. Doing so it is possible to correwition uncertainties induced phase errors
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(although only those smaller than a wavelength) afsb phase errors due to medium

fluctuations and others.
vA
/ a(X,y)

N r+Arcosé
True posmon\'

Ar

>
Estimated position / X

Figure 61: Position adjustment approximation fot@dflocus.
6.6. Dimension reduction through PCA

To form the synthetic aperture image we have towktive coordinates and attitude of the
transmitter transducer and receiver transducer terg high level of precision. The large
dimensionality of the auto-focus adjustment paramseiakes the optimization process very
burdensome. This becomes even a greater problestéad of using just small range or phase
adjustment, the complete coordinate vector of sadhpling position is used.

The coordinates have a very high correlation betw&®em, since transmitting
transducer is mechanically coupled to the receidnagsducer and the attitude relates the
position of the transducers. So it is possible litaim a representation space with smaller
dimensionality that is still able to correctly repent the entire set of transducer coordinates
with minimum error.

Using the strong correlation between dimensionghe navigation data, a method
known as Principal Component Analysis ([Jolliffe,Tl. (2002)]) can be used to reduce its
representation set ([Silva, S. et al (2009 c)]pnfithe position data, any linear variation term is
removed and the covariance matrix calculated. Thgheln energy Eigen values and
corresponding Eigen vectors are chosen to reprefentdata with a resultant reduced
dimensionality. To reconstruct the data, the chdSigen vectors and covariance matrix are

then used, and the linear variation term added tmatie data.
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Starting with the navigation data for the positiohthe transmitting and receiving

transducer T ), the data is written as the variation from a ms@aight line {, ):

Xx || VT
Yrc | | O
z 0
T =| |- (6.7)
Xrx \%4
Yax | | O
L ZRX | L O a

After this we have to subtract the mean value feath of the data dimensions:

Xrx

Yrx
Z

To=| 7 |=(T, (6.8)

© ] Xx ()

Yrx

L ZRX

By calculating the covariance matrx of this data, a new representation of the data
can be obtained. The covariance matrix can beanrittith the help of its Eigen vectors and

Eigen values:
c=vDV* (6.9)

WhereV and are the Eigen vectors 6fand D is a diagonal matrix of the Eigen values of

C. The matrix T, can thus be expressed in the space defined by ityen Evector of the

covariance matrix, by doing so the greatest vagancany projection of the data comes to lie
on the first coordinate, the second greatest irsdo®nd coordinate and so on. If we now only
take only a subset of the Eigen vectovs)(of higher energy content, we obtain a compact

representation of,, T.:
T. =WT, (6.10)

The estimation of the receiver and transmitter tposs is obtained by adding back the

mean and linear horizontal position variationTto

T=w'L+(T)+[v 0 0 v 0 (6.11)

142



Image Enhancing

6.7. Discrete Cosine Transform variable reduction

Reducing the dimensionality of the variables israportant step for the auto-focus to be able
to efficiently estimate the correct transducer poss. When dealing with very large synthetic
apertures (long tracks), the number variablesgastl one for each sampling position) is still
very high. The surface craft moves slowly and ttiefollow a predefined path, so there should
be a high degree redundancy in the along-trackipnsilata. The problem here is to obtain a
set of functions that can describe the data obdaiéh the PCA method, but using a smaller

number of variables. We can consider this datpn|() as a sum of sinusoidal functions

(X[K|cos(ay)):

x[n]=x[ +—Zx[k]co{ l{ } (6.12)

Doing so, we can calculate the discrete cosinestoam (DCT, [Khayam, S. A.

(2003)]) of the data and use only the coefficigfitk]) of this result that have amplitude

above a suitable threshold (one that leaves enoagfficients to represent the data with an

error bellow the target estimation error):
N-1 T 1

X[k]:Zx[r]co{N k{ mzﬂ (6.13)
n=0

This greatly reduces the number of variables the-tacus routine has to search

providing a faster and surer convergence to theecbsolution ([Silva, S. et al (2009 c)]).

Transducer Position Total Error with PCA Approximation

Error (m)

Along-Track (m)

Transducer Position Total Error with PCA & DCT App llllll tion
T
[

0
Along-Track (m)

Figure 62: PCA and DCT transducer position approiion error.
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Figure 62 represents the total error of the pasiapproximation, calculated as the
square root of the sum of the squares between rigena position and the approximated
position at each along-track sampling instancé¢hiscase the data dimensionality was reduced
from 12 (position and attitude for each transduter) and 16 DCT coefficient were used. As
can be seen the approximation is suitable for sfithaperture image formation with

wavelength higher than 20 cm. Other reduction faotan lead to smaller errors.

6.8. Bias estimation

The problem of navigation data fusion can be regdirds a problem of estimating the low
frequency inertial errors given some known posgion
Common algorithms use Kaman filter to produce thestemations. Kalman filter is a

good solution for real-time systems but for offdidata processing other solutions exist.

Position SAS
IMU ———— B ] E— _ P |mage
Calculation Reconstruction
Bias Image Quality
Estimation Metric

Figure 63: Schematic for IMU bias estimation throOuF.

Bias estimation can also be made using the satar(&figure 63). Here the auto-focus
algorithm is used to find a set of bias parametess maximize and image quality metric. First
an initial estimation of the bias parameters isntbiby traditional techniques such as the
Kalman filter or fitting by minimum square errotting. The bias estimation is then iterated in

the auto-focus loop until a suitable measure ofrtiege quality is achieved.
6.9. Sub-band processing

As see in the previous section, motion errors dtieal to synthetic aperture image formation.
Path deviations can be effectively corrected thhothge use of a back-projection algorithm if
each along-track sampling position is known throtigh use of precise navigation systems
such as a RTK-DGPS/IMU or a DPCA/IMU. Nevertheldsg, use of high-frequency signals
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imposes very tight restrictions to the uncertaiotythe along-track positions given by these
systems.

The navigation errors are hardly ever smaller ttenoriginal signal wavelength, and
so create a solution surface that is difficult gareh for the optimum set of parameters.
However, if we have access to the raw data, bydiligi the received signal bandwidth in
several smaller bands and conjugate complex nyiligl the pulse compressed signals
obtained in each band one by the other, a newtiggudignal is obtained with an effectively
longer wavelength corresponding to the frequenfferdince between the two sub-bands. This
longer wavelength effectively reduces the impacploése fluctuation from the medium and
platform motion uncertainties ([Silva, S. (2008)b)]

Since the wavelength is longer, the aliasing eff¢itat occur when the swath is under-
sampled in the along-track direction are attenuatedven disappear if the new wavelength
meats the new sampling criteria.

The goal of sub-band processing ([Silva, S. (2B} is to reduce the effects phase
errors due to motion or other sources in very suifidle signals such as the ones with very

short wavelength.

N |

Figure 64: Chirp signal spectrum division schematic

Considering a chirp signal with a spectrum asategiin Figure 64:
P = rect(%)[ﬁzr{ ) (6.14)

It is possible to divide the signal in severaltpaand thus its bandwidth into several

sub-bands. Without loss of generality the casé@fdivision by 2 is considered here:

t+T/4j[bi2”(f$7§]‘z
T2

t—T/4) ST

P, = rect(
(6.15)
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fa-fq

Figure 65: Grouping of the several sub-bands tarfarew signals with longer wavelength.

Each of these signals will now have its own ceftequency. Using these signals to

match filter the echo signal and after frequencgamrtering, a point target will have an echo
response given by:

S%i :" Sﬁ" éjz’7<72!71>tf (7T.X.Ys)
S%g :" S§Z" éjZn<f4,f3>t,(r,x,ys) (6.16)

This new signal will necessarily have lower crassk resolution which is given by its
lower bandwidth Af'):

Cc
O =——
XT 2Af!

(6.17)
By conjugate multiplying one by the other, one aifg a signal such that its
wavelength corresponds to the beat frequency afehéral frequencies of the two sub-bands:

S§, = S§ DS§ =
I

(6.18)
- "S%e " (g 127 xy:)
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This new equivalent (and longer) wavelength),@,) enables higher robustness to

phase errors.

As can be seen in the schematic (Figure 65), tiggnal echo data is divided into
several bands (four in this example). Each sub-lmaigihates a new set of echo data which is
frequency reentered and pulse compressed withatiesponding chirp signal. Combining the
each set of echoes one obtains two equivalentlsigvitn longer wavelengths than the original

one (f,-f, andf,-f,). With different divisions of the original bandwidit is possible to

obtain different wavelengths.

Besides the obvious cross-track resolution los® #&long-track resolution also
decreases. This is because the longer wavelengtht isompensated by a longer along-track
integration path width is maintained. As can bens@e Figure 66, the original synthetic
aperture length is not changed (the target is\gslble through {4, 1,]) and the new Doppler
frequency is:

f, ==t =" =r0[rn,1,]= —va3"8 S—zvf3"5 (6.19)

e e e

The equivalent center frequency is lower, whichegivise to a lower Doppler shift

(fo,) and thus a lower resolution.
The new along-track resolutiod,( ) is inferior by a factor equal to ratio betweee th

original wavelength and the actual effective wangth:

Ga =t (6.20)
SA

Figure 67 shows the result of a simulation whesengle target was processed using
the original data and the data after sub-band idivisn two bands. The original data center
frequency and bandwidth is respectively 200kHz 808Hz. The cross-track resolution is

lower by a factor of 2 and the along-track resolutiower by a factor of, approximately, 13.
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Figure 67: Resolution decrease in along/cross tratlen using sub-band processing.
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Since the wavelength is longer, the aliasing ésféitat occur when the swath is under-
sampled in the along-track direction are attenuatedven disappear if the new wavelength

meats the new sampling criteria. This can be seémei simulation results present in Figure 68.

Along/Cross track compression

Along-Track (m)
Target intensity (dB)

33 34 35 36 37
Cross—Track (m)

Along/Cross track compression (Sub—band))

0
N}
o

Along-Track (m)
Target intensity (dB)

33 34 35 36 37
Cross—Track (m)

Figure 68: Single target under-sampled in the altragk direction: top, no sub-band

processing and bottom, with sub-band processing.

Comparing a simulation of a set of targets proaksggth sub-band method, it can also
be seen that there are no significant differencdgeidata at the original wavelength is sampled
in the along-track dimension correctly or not asgl@s the sub-band processed data meets the
sampling criterion (Figure 69). This is again autesf the fact that the integration time is not
modified but the Doppler frequency is decreasedoRstructing the image in the original

wavelength would create grating lobes due to alasi
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Along/Cross track compression (Sub-band))
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Figure 69: Set of targets: top under sampled anatpssed with sub-band; bottom correctly

sampled but also processed with sub-band technique.

In a scene with multiple targets, combining thenalg of the two sub-bands will create
phase relations other than the desired ones. Gamsidfor ease of analysis the case of sub-
band processing a scene with two point targetsgaetehe following expression for the cross-
track compressed sub-band signals:

—j2n(f, .ty >tfl(r,x,ys)+ éj2n<f2,f1>tf2 Txys)

S%l—e
s%z—e

(6.20)

Si2n(fs faty (TX.Ys) jor(f, faty, € X Ys)

+ e

For notation simplicity the amplitude was dropped #he signal combination of these
signals yields:
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s =5 |:| * = ’é2”[<f4vf3>’<f2vf1>}lfl(T»xvyS)+ 7é277[<f4,f3>*<f2,fﬂt,2((x,ys)+
TSR (6.21)

+e*j2”[<f4,f3>lfl(fy>< s ) f2'f1>tf2 T X,Ys )} + é 1371:< T vf3>‘@ ¢ xys - & vf1>tg ¢ vasj
As it can be seen, this creates cross-products aiffhase relations not given by

2n[<f4,f >—<f2,f]ﬂtf(r,x,ys)which will degrade the synthetic image formationutB

because their phase does not correlate to the mgtither hyperbole at the image coordinates,
these cross-products will also be strongly attezuidh the final image, the consequence of this

will be that the image clutter level will be high#éran if not using sub-band processing

(smeared point target tails in Figure 69).

Raw Echo Data

—® Sub-band processing

Cross-track Compressed Data

) ~—— Navigation Solution
Synthetic Aperture

Processor Rough Bottom Height
~t .
Estimate

Along/Cross-track Compressed Data

Auto—Focus

Reflectivity Map

Figure 70: Use of the sub-band algorithm withinyathetic aperture processor.

As sub-band processing is a step that leads tgotitee-compressed images, it is

possible to use this method with any synthetictapeprocessor that can use pulse compressed
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data. This includes the family of back-projectidgoaithms, the wave-number algorithm and
the inverse scaled Fourier transform algorithm.
Figure 70 shows a signal flow diagram that sitsidbe sub-band algorithm within a

synthetic aperture processor.
6.10. Auto-Focus with Sub-Band Processing

The use of global auto-focus algorithm presentesdadvantages for synthetic aperture sonar
image enhancing. Common auto-focusing algorithnyslire restrict along-track sample rates
equal or higher than the Nyquist sample rate.

Global auto-focus algorithms correct not only phasrrors due to navigation
uncertainties, but also phase errors that are dueedium fluctuations. Nevertheless, these
errors are seldom smaller than the original sigvealelength, and so create a solution surface

that is difficult to search for the optimum setpaframeters.

RAW Data

A AF Step 1
A2

Longer AF Step 2 Decreasing

A A1 Position Error

AF Step 3
Ao

Final Image

Figure 71: Auto-focus procedure with sub-band pesieg.
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Figure 72: Sonar image of the artificial target tugh the various auto-focus steps: no autofocus,
autofocus step 1, autofocus step 2, autofocus3step
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Using sub-band processing, it is possible to divtie signal bandwidth into several
sub-bands and combine them in to signals with diffewavelengths.

At the first step, a large wavelength is used siineeexpected phase errors are also
large. After achieving a predefined level of imageality, the auto-focus algorithm then
proceeds by using a smaller wavelength and thequreestimated position parameters.

This step is repeated with decreasingly smallereleangth and position error, until the
original wavelength is used (Figure 71). The resuli faster progression through the solution
surface, with lower probabilities of falling intodal minima.

For image quality measurement, quadratic entrgpysied, which provides a robust
metric and enables faster convergence properties.

This auto-focus method is suitable for system wawykvith an under-sampled swath
and few transducers. No special image featuresearessary for the algorithm to converge.

Figure 72 illustrates the result of the applicatad the described auto-focus procedure
to a sample collected data by the sonar systemideddere, featuring a strong point-target. 3
successive auto-focus steps are shown. The algostarts with a longer wavelength thus
producing a low resolution image. As it progresfe®ugh the process, the target gets a

sharper appearance.
6.11. Interferometry with Sub-Band Processing

One of the major issues with height mapping estonauising interferometry is the correct
phase unwrapping under low signal to noise ratipeeially in cases where there are many
wraps.

This problem is more complex with smaller waveleisgsince they will produce more
wraps for the same height variation.

As it will be explained in the next chapter andegi by Figure 73, the height relates to
the depression angle/() and then to the measured range differenge) (y:

(R+AR?= R*+ B-2 BRcogy +f3) (6.22)
The range difference that enables the height ctatipa is given by:

(¢+2mm)
21T

AR = p (6.23)

Here gis the measured phase difference and n the nunldeteger wraps. So we see

that for aAR resulting from the same height variation, the Emtpe wavelength, the smaller

the phase variation and thus fewer wraps ar@and
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Figure 73: Schematic of the interferometric heigtapping model.
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Figure 74: Two interferograms: short wavelengthnsigand long wavelength signal.

Figure 74 is presents two interferograms, in eaeaplyc adjacent consecutive along-
track lines are displayed in blue, red and greespeetively. Both were produced using
synthetic aperture images obtained in a test misaim derived from sub-band processing but

with different wavelengths. It is evident here théth a longer wavelength the number of total
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wraps is smaller for the same extension and heighiation, thus easing the subsequent

unwrapping step.

6.12. Speckle-reduction

In SAS images, the brightness distribution is mobgth and continuous, as careful inspection
will show. Instead it is composed by complicatedrgrar patterns of bright and dark spots that
are called speckle. This is phenomenon that odoueny form of coherent imaging where
objects illuminated by coherent radiation have aueffeatures that are rough on the scale of
the illuminating wavelength.

Speckle results from the combination of many scamfy centers within a given
resolution cell, for this reason it bears littls@eblance to any large-scale scattering properties
of the ensonified terrain. As it consists of a sppsition of randomly phased, diffraction-
limited impulse-response functions, the nominal ckfee size is a good measure of the
achievable diffraction-limited resolution of a pewiar image. It is interesting that this
phenomenon exists whether or not the coherent insaigeused. Since speckle is formed from
random phase scatterers, focusing only affectplizse of coherent scatters over the aperture
and cannot affect the statistical properties ofegascattered by a rough surface. Therefore, the
speckle size in a SAS image will indicate the addlide resolution. Qualitative comparison of
the smallest speckle with the sharpness of a peflector will indicate whether the diffraction-
limited resolution has been achieved.

The probability density function of the speckl¢eimsity, observed in the image, obeys
negative exponential statistics ([Ghiglia, D. CrittPM. D. 1998]). Therefore, fluctuations of
the intensity about the mean are quite large. This make visual interpretation difficult.

Speckle is an undesirable phenomenon in mostcpigihs, for it masks subtle image
brightness transitions, destroys apparent brigktremsnectivity within common scattering
features, alters visual resolvability of non-pdike features, and reduces image interpretability
in general.

The mean intensity distribution in a coherent im&gidentical to the intensity that is
observed if the object were illuminated with spataoherent waves with the same statistical
properties. Incoherent illumination can be thoughés a rapidly varying random sequence of
spatially coherent waveforms with highly compleyapé structure. The structures of the wave-

fronts at any fixed spatial location are independieam one time to the next.
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Figure 75: Effects of speckle in sub-band procesdinom top to bottom: cross-track
compressed image at the original wavelength, losubrband, higher sub-band and combined
sub-bands.
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Thus, (assuming equal bandwidths are involved}ithe-integrated intensity is identical to the
ensemble average intensity.

Typically, it is not possible to ensemble indepamdSAS images of a common surface
over which to average the intensities. Howeves fiossible to partition the phase history into
non-overlapping (with common aperture dimensionsyl aun non-coherently the image
intensities formed from each phase-history pieteréfore, rather than taking several different
looks at the submerged area, the similar effegbiained by taking multiple looks from within
the original phase-history domain.

Of course, the non-coherently integrated image éatiim this fashion suffers a loss of
resolution, because each image in the sum comesdnphysically smaller portion of the phase
history and thus a smaller synthetic aperture.

Mean and median filter are simple but effectiveysvip reduce speckle. More complex
filters like the Lee filter or the Frost filter cabso be used with improved results ([Baraldi, A.;
Parmiggiani, F. (1995) and Mansourpour, M. et 80@)]).

The sub-band processing technique describe hevehatsthe property of reducing the
impact of speckle. Speckle decorrelates from ordlarthe other, so by multiplying the sub-
band signals the decorrelatated speckle portionbeilattenuated. But it should be noted that,
since the sub-bands are close in frequency thelated speckle survives the process, making
it possible to use the images for interferometigufe 77 shows a set of images obtained from
the data collected in one test mission. In thesagems it is possible to see how the speckle
varies between the original cross-track compregseges to the one processed with the sub-

band technique.
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Chapter 7: Bathymetry

7.1. The Bottom Height Estimation Problem

The bathymetry problem consists in obtaining a eggstimation of the submerged bottom.
Since by obtaining the reflectivity image the deptformation is lost in the process of echo
recording (echoes are obtained as a function af tistance to target), it is necessary to obtain
more information about the reflectivity map as toambiguously determine the depth
coordinate of the submerged scene.

To obtain height estimation is necessary to takemes of the scene in such a way that
the vertical dimension geometry is excited, in milsir a manner as it is necessary to have
several samples in the horizontal dimension asoteectly obtain the along-track and slant-
range reflectivity image. For this reason receivirensducers are placed along the vertical

coordinate or the scene imaged from different pelrphths.
7.2. Volume Back-projection

It is possible to use back-projection in the vaftimension. This method is usually referred to
as volume back-projection since it consists in agirey the echoes in all the coordinates that
define the image volume. The volume thus obtainag Vertical resolution limited by the
number of transducer typically used with a geornatplacement that enables the extraction of
depth information.

With few transducers in the vertical directionist also possible to obtain height
estimation by calculating the most likely height an area of the image. This is possible
because the images will align when the correct Hieig used for their synthesis. So by
generating several images at different heightss ppossible to create a surface of probable
bottom depths [Barclay, P. et al (2003)]. Figureshdws two images (left and right figures)
obtained from two vertically displaced synthetiedpres. The point target in the image is an
artificial target placed in the river bottom at apth of about 11m. Using this method it is
possible to see that for the cross-track positioth® target, the difference between the images
(center figure) is minimum at that depth, whichutesin a rough estimate of the bottom height

for that point.
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Figure 76: Height estimation through image alignmen
Of course, for this method to work correctly, itnecessary to have good bottom

reflectivity characteristics across the imagesgmadow or low reflectivity areas).
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7.3. Interferometric Height Mapping

If the area observed is imaged by two synthetictapes at displaced positions, the information
included in the phase differences between the gamget in the image can be used to obtain
the third dimension and thus supply height estioma{fRichards, M. A. (2007)], [Silva, S. et al
(2008 c))).

i Raw Echo Data 1 i Raw Echo Data 2
Pulse Compression Pulse Compression
Cross-track Compressed Data Cross-track Compressed Data
{~&——— Navigation Solution {~&——— Navigation Solution
Synthetic Aperture Synthetic Aperture
Processor Rough Bottom Height Processor Rough Bottom Height
Estimate Estimate
Along/Cross-track Compressed Data Along/Cross-track Compressed Data
Auto-Focus - L Auto-Focus
Reflectivity Map 1 Reflectivity Map 2
»| Image R i -
Interferogram
Phase Filter
Removal
Flat Earth Phase
Phase Map
2D Phase Unwrapping

Unwrapped Phase Map

Y

Height Calc

i Height Estimation

Figure 77: Interferometric processing flow diagram.
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This is a known technique in synthetic aperturearaglystems, but still a relatively
unexplored concept in synthetic aperture sonarersyst The reason for this is linked to
difficulties in obtaining good quality interferogrs due to motion and medium induced phase
errors. Nevertheless there have been studies bt phat medium phase stability is adequate
([Gough, P. T. (1989)]) and some very successfylr@gches to interferometric synthetic
aperture sonar, as described in [Griffiths, H.RY@)], [Saebo, T. O. (2007)], [Silva, S. et al
(2009 b)], and [Wang, L. (2001)].

Interferometric height mapping is not restrictedb® used with synthetic aperture
([Pryor, D.E. (1998)]). It is possible to createeirierograms from real aperture sonar images.
Using synthetic aperture has several advantagesrdnhto the resolution abilities of the
synthetic aperture sonar, especially when thetieeisieed to cover large areas as the resolution
is independent of the range.

Consider two synthetic aperture images and a sv@atmed from two separate
apertures. These images are obtained from twordiftetransducers mounted in the same
system at different positions (single pass systernfyom two different passages through the
same swath (dual pass system).

Each synthetic aperture image is processed indepégdollowing the normal steps
for image generation (Figure 77): pulse compressgymthetic aperture processing using
known navigation data. Auto-focus being the ongpdiat has to be linked has to not produce

images with phase differences with other relati@amtheight.

z A
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) e S
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Figure 78: Interferometric height mapping geometry.
Prior to the creation of the interferogram, the ges have to be carefully aligned
through an image co-registration step. This steptifles several control points in both images,
computes the geometric displacement relationshipvden each pair of control points and

finally warps through interpolation one image sowvérlays the other.
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The geometric model of the interferometric heigstimation can be seen in Figure 78
([Griffiths, H. D. et al (1994)]). The relation e ranges to the same point given by the two

images is obtained by:
(R+AR? = R*+ B -2 BReody + ) (7.1)

Where B is the separation arm between the receiving txenesd, gis the angle this arm
makes with the horizontal line that intersects tilamsducer T position andy is the angle of
R with also this horizontal line and is also callegpression angleAR can be given by the

distance difference in number of phase cycles pligd by the wavelengthA():

¢ - (p+2m)

p) (7.2)

27T 2T

Here the phase difference is decomposed in itsidresd gpart, and the integer number

of complete phase cyclas
The height estimation can be given considering alldmeight variation in relation to a

flat surface (mean height) in relation to a vaaatin the depression angle:
oh = h, cotanyoy (7.3)

The obtained images can be modeled by the followiggations (wheress (7, 9 is the

pulse compressed echo data dhds the image obtained by synthetic aperture praagkss

ff (X, V) ,US%[T 2 R jeAAﬂRl dd

c !
2 ) =i,
LACSAE I [r, = Igj e’ do
(7.4)
The interferogram which gives rise to the phaséedihces matrix is given by the
angular difference between each pixel in the images robustness against noise, this should

be calculated as the angle of the conjugate muligblthe each pixel in the two complex

images:

p=0(f, 1) (7.5)
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7.4. Single Pass

When the two vertically displaced images are tdkehe same pass, the interferometric height

estimation is called single-pass. This is the nomr@mon case in sonar systems.

Figure 79: Interferometric height mapping geometrypass).

In the particular case of this sonar system we siamplify the height estimation

equation given the transducers are arranged imt@alemanner and s6=90°(Figure 79). The

measured phase is in this case:
P =27ﬂAR (7.6)

And the difference in ranges due to the targethteig

AR=\/R+ BE+2BRsiny - R= Biny (7.7)
This approximation is valid for small values aR when compared ®. The change

in depression angle due to a change in the meagh@se can be calculated using the above

expression and taking the derivative in relatioth®depression angle:

A

A = 2B coy % (7.8)

It is also useful to filter the phase data due tis& and specular nature of the
reflectivity maps. The phase is filtered by firsineerting the phase data to complex numbers

and then applying separately a spatial 2-D linér f{typically a low pass filterg][i, j]) to the

real and imaginary components or alternatively wppgl the filter to the pixel-by-pixel
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conjugate multiply of the two complex images. Thierfed phase data is then taken from the
resultant complex number ([Ghiglia, D. C. et al98Y):
~ P P . . . . * . .
o[k, 1] :arg{ >oofiuj]ff (k=i =j]ff k=il =] ]} (7.9)
i=1 j=1 .
The phase variation due to a flat surface shouldeb®ved so that the interferogram

includes only changes in phase that are due tchhemyiation in the neighborhood of this

constant height. The phase variation due to a aohkeight (flat-earth) is given by:

e :27’TNR12 + B’ +2BRsin(¢ ) - Iﬂ (7.10)

Where .. is the depression angle considering the constaighttg. This equation

does not use the parallel beams approximation degarthe geometry, because this is not

suitable for short ranges (shallow water) geomegtrie

The coherence of the interferogram ¢éhould be estimated and is a indication of its

quality:

Sh[i, §] [k i 3] =10 5]

j=1

T T A TR 0P S RIET IR

j=1 i=1l j=1

P
=1

Y= (7.11)

Figure 80: Interferometric height mapping geomdfypass).
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Using the variation in phase due to a variatioheight, it is possible to obtain from the

flat-earth suppressed phase data the height e&imat using:

h=h, + Hcoty oy (7.12)

7.5. Dual Pass

Dual pass interferometric sonar images are difficmlobtain due to low medium coherence
time, precision in vehicle positioning and motionoes. Since the presented system enables, in
theory, dual pass interferometry, the problem bélbriefly exposed here. For the dual passage

case, the measure phase is:

4 =4777AR (7.13)
The factor of 2 in this case in relation to thegée-pass case is due to the fact that the
height will introduce a difference in range in ttransmit and received path of the second

aperture. Sinces = 0° (Figure 80), then:

AR=\/R+ B+2BRcog/ - R= Ecody) (7.14)

The depression angle change with the phase is givehis case by:

A

W= sy Y (7.15)

7.6. Image Co-registration

The interferogram is obtained with the phase diifiees between the pixels of the same target
within the different images. For this reason, tinages must overlay perfectly with a sub-pixel
accuracy.

Different geometries in the two apertures and chang the terrain height result in
image distortion that difficult image alignment.

Image registration is normally used to obtain apivey function that enables alignment
of one image over the other ( [Liu, Q.; Vesecky.J(1990)], [(Wen Yang (2005)]).

A simple but effective method is to divide the gmainto several sub-images. A

correlation matrix between all pairs of sub-imagesbtained. The coordinates (tie points) of
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the maximum of correlation of one image with thkeo$ is taken and used to form an image
warping grid. This will actually be nothing lessatha rough estimate of the bottom height
variation.

Since registration to within a fraction of a pixel necessary for good unwrapping
results, the correlation peak must be found witbdgprecision. For this several techniques can
be applied such as image oversampling or quadrattegolation of the correlation peak.

The quality of the sub-images correlations caniigaired by low reflectivity,
shadowing or simply flat featureless bottom ar&athis case the warping information of these

sub-images should be disregarded. The correlatiatitg () can be calculated by:

max{ st ff2}

= :
w22 Sn [k ]

(7.16)

Finally the warping is carried out using a two-dimsional interpolation method such as

a bilinear or higher order interpolator dependinglte target maximum phase error.
7.7. Phase Unwrapping

In equation (1.13), the phase differengas only known modul@sr. This means that

the absolute phasgis related top through a wrapping operator:
@=W (p)=mod(¢ +m,21)-1 (7.17)

Therefore to obtain the height map estimate ieisassary to know the integer value of
cycles (since the beginning of the scene) anderatrihe absolute phase.

In the absence of noise, this is simply done bggrdating the phase difference and
adding 2r7 if the difference of value at a discontinuity isaler than-ror subtracting2srif
the value is larger than.

However, in the presence of noise this phase nateg will easily fail. Several
algorithms have been derived to effectively sohis problem, such as path following methods
or minimum norm methods ([Zebker H. A.; Lu, Y. (B3P [Richards, M.A. (2007)]).

7.7.1. Path Following Techniques

Path following techniques enable phase unwrappmghe two dimensional domain by

integrating along a path in the discrete planehefinterferogram. When integrating around a
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close path, the difference between two adjacerglpizhould not depend on the path taken. In
reality, due to noise, aliasing (as caused by dlbigrpin changes) or other corruption sources,
there can be a difference which is called a residue

Residues can be detected by testing the integrptith over every set @x 2pixels in
the interferogram. To maintain phase unwrappingsist@ncy in the data, integration through
residues must be avoid. To do this, residues obsipgp polarity are connected (branch cuts)
and the integration is then be forbidden for pdltfad cross these branch cuts. Because in real
data there is the probability of having a large bamof branch cuts, entire areas can be left
unwrapped, creating undefined zones in the outpats@ estimation. The path following
algorithm must therefore be able to select the kbest to connect the branch cuts as to
minimize the unwrapped image areas. Discussion datdils about this algorithms can be
found in [Ghiglia, D. C. (1998)] and [Wilkinson, &; Griffiths, H.D. (1994)].

7.7.2. Minimum Norm Techniques

A particular minimum norm method known as the leagtare phase unwrapping is commonly
known because of its efficient implementation thlyloufrequency domain algorithms and
capability of obtaining a phase unwrap estimatayevigere in the image. This is the algorithm
used in this system. Given the wrapped phase vaefi#sed in a matrix with sizev xN we

wish to calculate the unwrapped phase values agahe pixel locatior(s j). The unwrapped
phase differences in the and y direction must agree with the wrapped phase difiege in

the same directions. Knowing this, the correct wapped phase is the solution that minimizes

the errore in the least-square sense ([Ghiglia, D. C. (1998)]

M-2N-1 2 M-1N- 2

(¢i+1,j -¢; _W{C?uj _%}) +z (¢?j,+1_¢j, —W{ﬂ,+1—ﬁq,}) =g’ (7.18)

i=0 j=0 i=0 j=0

N

After manipulation of this equation using the deter variational approach, it is
possible to arrive at the following results ([GiagID. C. (1998)]):

(¢i+1,j _2¢i,j 0y )+(¢ﬂ+1_2¢j, +¢j,—l):([|§d|<j, _D@—jl,)*’(mwyj ,_DW)]' ,—]):‘vq , (7-19)

Where O¢'; 2W{g,,; -9, } and 0¢,; W{g,,,-¢,} . This equation can be identified

as the discrete Poisson’s equation and it is plessibshow ([Ghiglia, D. C. (1998)]) that its

solution can be efficiently calculated through digcrete cosine transform (DCT):
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— -1 DCT{pivi}
¢=DbCT {Z(c:os(ni M)+ cogrmrj WN)- )Z} (7.20)

Note that the indexes are defined betw®amd M -1 for the x direction ando and

N -1in the y direction.0is assumed for values outside this region.

7.7.3. Network flow methods

In the network flow method, the phase unwrappinglase by writing the gradient of the

interferogram as a constrained network with a vaueach node that is an integer multiple of
2r([Chen, C. W.; Zebker, H. A. (2000)]). The unwramgpiproblem is then posed as a global
minimization problem with integer variables. Thewerk structure of the problem allows the
application of efficient solution algorithms.

Starting with thex 2integral of the phase gradient, the residues dogleséed forming
a grid of nodes with 0,-1 or 1 residue values. Trid can be seen as a transport network in
which the flow on an arc is the difference in cgcheetween the unwrapped and wrapped phase
gradients of neighboring pixels. To maintain theegagnent with the data the total flow out of a
node must be equal to the residue at that nodeéwihiequivalent to saying that the unwrapped
phase field must be residue free.

The integer value of cycles in each flow arc igaoked solving the network flow
problem using an algorithm such as the minimum #lost. The integer values are then added
to the pixels associated with that residue noddjmggpossible to integrate the phase correctly.

Obviously the obtained solution is not unique siitds possible to add a cycle to the
flow chart and still obtain a valid solution. Thine some criterion must be used to choose one

particular solution.
7.8. Error Sensitivity

To get an estimate of the height errar, ) as a function of phase noisg,() we can

differentiate the height function with regard taagh:

o,_dh_dh_ 1 _dAR

o, d¢ dy dOR dg
dy

(7.21)

And get:
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__R _cos¢p) A (7.22)
B sin@ +8) 2 ¢ '

h
Here, g, is the phase error which can be derived from theadito-noise ratio an® is
the medium range to the scene.

For the arm variation (which is an important facterdual-passage operation), the
height estimation error can be given by:

dh _dh_ 1 _dAR

ah_dngl gtk 7.23

d¢ dy dAR dB (7.23)
dy

This in turn gives:

_R_cos¢) . (7.24)
B cotw+pB) ° '

h
We can see that the longer the arm, the more iidens the height error to the
variation of the arm and phase measurement erigurd-81 shows the height error estimate

for increasing errors of phase and arm measureenett It is possible to see that a longer arm
produces lower height error for the same phasenoaror.

Height error vs Phase error
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Figure 81: Height error sensibility.
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7.9. Correlation between Interferometric Images

From the height error equation we see that thedotige arm between the transducers, the
lower the height estimation error. The arm can’tabeitrarily long also due to decorrelation
between the pair of synthetic aperture images.rfileimum arm after which the images have
an inappropriate degree of correlation is giverthgyfollowing equation in the case of single-
pass ([Richards, M.A. (2007)]):

L (7.25)
O, Siny

And for the case of dual-pass:

. :M (7.26)
20, Sify
J,. IS the cross-track resolution. For the parametetieosonar in consideration this results in

27m and 38m, respectively which is a comfortablgdamargin considering that the typical
transducer separation ranges between 0.25 to InBrparallel path separations between 1 and
5m. On the other hand, a longer transducer separatill also produce a greater phase

variation, which is problematic since the phase w&apped measurement.
7.10. Fringe Spacing

The fringe spacing is the length of the unwrappealsp strips and is given by:

or_ o _Ady
& mER 2aR (7.27)
oy A dy

A factor of two in the phase value must be coneiddor the dual-pass cas®R/Jdy is
proportional to the arm lengt® which means that a longer arm will cause more phase
wrappings in the interferogram and thus will make fphase unwrapping process more
difficult.
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7.11. Applications of Interferometry

The interferometric phase difference between tw& $iages can be used to other purposes
besides height estimation. INSAS presumes tha¢ tisemo change in the image scene between
the two images data collections, so phase differeme due only to height variations viewed
from slightly different aspects angles. This asstimnpis true in one-pass systems (pair of
interferometric images obtained in one pass rum) nkay not be true in two-pass systems (pair
of interferometric images obtained in two differg@@iss runs), a problem that is designated as
temporal decorrelation. The time between passésarpasses might be between minutes, but
also might be weeks and so changes in the detéetesin or structure translate in phase
changes. If we know before hand the height, thdsase changes can be used to infer
characteristics change over long period of time.

Therefore, a change in scattered height at a fieedtion on the ground between two
different times can be used to estimate sandbamktgror changes in submerged structures.
As with InSAS static height mapping, it is assunbdt the reflectivity of each pixel has
negligible change between images. Because onlpglesieceive aperture is used, the height
change can be estimated at each pixel betweenngagisses assuming that the terrain motion
between passes is in the vertical dimension onlyy Aghange in slant range between a
scatterand the sonar will result in a detectablangk in the interferogram, and a suitable
method can be developed to extract this information

These methods require two-pass operation. Theititeeval could be on the order of
days or weeks to study the effects of such phenarnignlike radar system however, it might
not be always possible to guarantee coherence bptpasses in sonar imagery due to medium
instability (currents, sound propagation changds)ertheless, with man made structures, very
strong echoes are recuperated and so high quaktsepmeasurements are possible.

Ideally, exactly the same path should be followedtbe two passes, so that the
baseline between the two images is zero. In pmdiids is very difficult, and a small non-zero
baseline will be reflected in the data. This meesinterferogram will have components due
to both the temporal change in height, and thécdtaight profile. One approach to removing
the static component is to use an existing diggalain model (for example from previous
runs) to estimate it and then subtract its contigouto the phase.

Another application of interest is coherent chamgtection which is a two-pass
application that compares two images taken fromstm®e trajectory at different times. The

time intervals are typically shorter, from a fewnuoiies apart to many hours or days apart.
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However, we now assume the height profile unchanged the reflectivity function does
change. This could occur due to several disturtsalice plant growth or sediment movements.
In general, both the amplitude of the reflectivityd the phase will change. If there is no
change in the reflectivity of a given pixel betwgmsses, computing a normalized correlation
coefficient of the two measurements should produemlue equal to unity. If the reflectivity

has changed, a lesser value of the correlatiorficieeit should result.
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Chapter 8: Results

8.1. Experiments in the atmosphere

To validate some hypothesis on the behavior ofsymhetic sonar system and to validate the
developed algorithms, an experiment was conductedhé atmosphere using an audio
frequency sonar on a moving vehicle equipped witbmac6st GPS and inertial measurement
unit. The test target was the face of the INESQding. This sonar was built using low cost
audio devices, for the solely purpose of this expents, but its value as a test bed for the more
advanced under-water sonar system rose with itgtse#\ 25cm wavelength was used.

The cross-track pulse compressed image is presanfédure 82 it is possible to see
several hyperboles described in the along-tracthbystrong reflections caused by corners and
columns of the building. In Figure 83 a synthefierdure image formation method was applied
to the data, making possible to reconstruct objélite the building column, corners and
windows) to a better spatial resolution. The striamg like reflection in the center or the image
is the curb of side-walk in front of the buildinlg.is not straight as it should be due to the
irregular motion of the vehicle.

Experiment 1: southern face of the INESC Porto building (range compressed data)
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Figure 82: Face of the INESC Porto building: crdasaek compression.
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Experiment 1: southern face of the INESC Porto building (range/azimuth compressed data)
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Figure 83: Face of the INESC Porto building: aloagd cross-track compression.
Some of the building columns (after the strongewfbn line), that are describe as
hyperboles in the cross-track compressed imagecamectly represented as a point while
other are smeared. This was due to residual unawsaped velocity fluctuations of the vehicle.

8.2. Trials in the Douro River

The developed high frequency sonar system wasdtéstthe Douro River, Portugal. During
these tests it was possible to obtain some expetahdata.

Figure 84: Artificial target used for resolutiongts.
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Figure 85: Transducer position, cross-track onlydaatong/cross-track compressed image.
The test site has a muddy river bed with smoothghteivariations caused by
accumulation of sand and mud. To test the syntlagtézture algorithm, an artificial target was
placed on the river bottom that served for test. sithe target is a half octahedral shape of
20x 20x 2ccm (Figure 84) and the reflected signal is seera gwint after correct image
synthesis. The results are shown in Figure 85.atllenomous vehicle followed a straight path
in the vicinity of the target at a constant speed.
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Figure 86: Reconstructed image of the artificiaigat with sub-band-processing (top) and counter
plot of the center of the image (bottom).

177



Interferometric Synthetic Aperture Sonar Systenmpsufed by Satellite

The deviations from the predefined parameters agiigible and accounted for in the
synthetic aperture processing step. The hyperlikbctarget caused by the large aperture of
the transducers is reduced, after synthetic aepiacessing, to a small point.

This shows that the system can correctly form stithaperture images correctly
combining the echoes using the navigation datas ithaige was processed using the sub-band
method explained in the previously. A resolutior6€m along-track and 4cm cross-track was
obtained (Figure 86).
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Figure 87: Contour plot of the target after autcetérs.

After auto-focus and using the original wavelengjtle, maximum theoretical resolution
of 2.5 cm along and cross-track was achieved s phairticular case (Figure 87). It must be
noted though that reconstructing the image at thginal wavelength inevitably produces
grating lobes due to the along-track under-sampling

In the case shown in Figure 88, the unmanned sunatbicle was programmed to
make passages near the shore line. Rocks on ttmrbof the river contrast with the typical
mud bottom and are presented as scattered poitite Bynthetic aperture sonar image.

Due to strong under-sampling the image presene@ hvas obtained with the
described sub-band processing scheme and is thiexlo€ed quality. Even though it is still
possible to observe the gain obtained by usinggthbal optimization auto-focus algorithm
described in the previous chapter. More trial raresnecessary to understand the performance
of the autofocus algorithm and convergence chatatitss in different cases such as distributed

targets and specular targets.
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Along/cross track compressed image (Without AF)
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Figure 88: Image of the rocky river bottom befai@p] and after auto-focus (bottom).

Figure 89 and Figure 90 show another sonar runtheashore line and the position of
the sonar image in the map. Small rocks are shavright points and it is possible to see a set
of closely spaced but distinguishable rocks inupger part of the image.

A height map of an area near the shore and in go®@mity to a harbor entrance is
shown in Figure 91. At the entrance of the harlimrd is a visible mound formed by
accumulation of river sand. The height estimate @&ained using the interferometric process
described in the previous section. High values ¢oherence were obtained for the
interferogram that originated the height estim&iguyre 92). The unwrapping method used was
the weighted least squares version of the minimommnalgorithm. The weight map was

calculated using the interferogram coherence values
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Figure 89: Position of imaged area on the map (t@pdl actual sonar image (bottom).

x 10° Map

North (m)

-2.88 -287 -286 -285 -284 -283 -282 -281
East (m) x10°

Along/cross track compressed image (Without AF)

Along-Track (m)
0
n
&

Target intensity (dB)

12 14 16 18 20 22 24 26
Cross—Track (m)

Figure 90: Position of imaged area on the map (t@pdl actual sonar image (bottom).
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No other data was available for comparison of th&aioed results for the height
estimate and only a depth rudimentary depth measasemade that agreed with the average
depth obtained.

The co-registration of swath reflectivity imagerythwbathymetric data, enabled by

interferometric synthetic aperture sonar, rendeeg¢sults much more readable.

Height mapping (Single Pass)
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Figure 91: Height map of a harbor entrance in theuto River.
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Figure 92: Coherency map.
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8.3. Geo-radar

Geo-radar is a ground penetrating radar systemighested to study buried structures, typically
in civil engineering applications like buried pipedectric cables, etc ([Topczewski, L. et al
(2007)], [Vasconcelos, G. et al (2008)]).
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Figure 93: Geo-radar unprocessed image.
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Figure 94: Geo-radar processed image.

Figure 93 shows a typical reflectivity image ohtd with one of these systems. The
data used to obtain the images presented here evdly grovided by the geo-radar research
group from the Civil Engineering Department of Minbiniversity. Looking at the figure, it is
possible to observe a hyperbole caused by sonmeates at a depth of about 3m.

Unfortunately, these systems usually do not proplase information and so it is not
possible to apply typical synthetic aperture aldpons directly. Nevertheless, if a sub-optimal
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image is acceptable, the algebraic reconstrucigorithm can be used with the modulus data
to reconstruct the image. Figure 94 shows the re$ulsing this algorithm with the data from
Figure 93.

It is possible to see that although the resolutjaim is not very significant, as it was
expected by using only the modulus data, the strestbecome more distinguishable from the

clutter and the image more readable since alsogerattenuation correction is applied.
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Chapter 9: Conclusions and Future Work

A simple interferometric synthetic aperture songstam that operates from small surface
vehicles was presented. This system uses a singpteeally arranged dual element array to
operate in shallow waters and retrieve bottom céftey and height maps. In this work it was
found that a synthetic aperture sonar that useB&IBIU system as navigation source can be
successfully operated as long as the wavelengtheokignal used is an order of magnitude
higher than the navigation error. For the use ofteh wavelengths, the GPS/IMU navigation
system can only be used to obtain a first solutioan iterative process where auto-focus and
micronavigation algorithms are essential for effectmage reconstruction.

An unmanned surface vehicle is a low cost solutlmat allows the use of satellite
navigation for its control and motion compensatiothe sonar image formation algorithms. It
presents ease of use and deployment in areas leuitahits operation like rivers, dams and
harbors. Because the sonar is fixed to the boattstie, the swath length is dependent on the
depth and so is the coverage rate. This is, howeetran important shortcoming in the target
environments as the depth is typically in the ofesnly a few tens of meters.

Not commonly considered motion errors were alsdistlisuch as surge, heave, roll,
pitch and yaw. These sources of errors become impertant because of the sonar platform
used. Although the boat has a control system tlest to maintain a constant velocity, there are
always velocity fluctuations (due to currents forample) that translate into surge errors.
Again, because of the chosen platform, surface svpueduce uncontrollable heave errors that
must be corrected in the image reconstruction [@oce

The study of motion error impairments in syntheiperture image synthesis lead to a
better knowledge of the image reconstruction atgors and their impact on image quality.
Having a precise measurement of the boat positiohadtitude is of the most relevance. High
frequency sonar system works with very short wahgtles, and so have quite high restrictions
to motion compensation algorithms and navigatioarsr

A frequency domain algorithm that enables motiomgensation was developed, but it
was shown that it is not suitable for high pathatitons relative to a hypothetical sampling
linear path. Using the back-projection algorithnme ds no longer restricted to linear paths.
Deviations from this path are not treated as erfous simply as sampling positions. Images
obtained in this way can be easily integrated imggaphical information systems. Furthermore,

the developed algebraic image reconstruction alguorieffectively integrates the available
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sonar position and attitude information while alsoabling fine image reconstruction
adjustments through auto-focus procedures. Thisomaf the achievements of this work.

Sub-band processing eases the problems relatednder-sampling and motion
uncertainties if lower resolution images are acaglet In the other hand, it can be used to aid
the auto-focusing process, reducing the initialgendormation requirements and progression
through the auto-focus parameter optimization sp&bece sub-band processing technique
changes the received signals phase, more extessinlying and testing is needed as to
understand its complete impact in interferometricd asynthetic sonar imagery. The
development of this technique was another accompbst of this work.

The test trials in the Douro River were revealiNgt only it was possible to test the
sonar platform and hardware developed, it was péssible to see in firsthand the problems
that synthetic aperture image synthesis faces. dtegamotion errors, medium fluctuation, and
suitable echo signal level are among the most itaporThe developed hardware for the sonar
system performed well, but the obtained resultsydwer, put in evidence the simplicity of the
sonar hardware. Improvements are still needed @blerhigher power output, better signal-to-
noise ratio, and more simultaneous acquisition caBnto extend the system to an array of
multiple along-track elements. Plain hardware canetheless produce good results through
the use of smarter (and higher complexity) signatessing solutions such as the auto-focus
procedures described here.

Working with high frequencies in water is challamgyibecause of the increased
attenuation and susceptibility to phase errors.aBtiseam transducers provide a potentially
higher resolution, but also make the synthetic taperprocess more difficult since shorter
along-track sampling spacing is required to avdi@msang. The quality of the images obtained
by this system is mainly limited by under-sampliagd the ability to obtain navigation
solutions with a precision better than the usedalength. The under-sampling results from the
use a single element in the along-track directiwth farcing the sampling of the swath at a rate
lower than the imposed by the vehicle minimum viyoc

For future operational systems a multi-elemenayapresents a better solution to the
sampling problem. The use of multiple receiver elyst can enable a higher area coverage
ratio. Furthermore, a multi-element system easesévigation system precision requirements
through the use of micro-navigation techniquesjding or easing the burdensome auto-focus
procedures.

Bottom height mapping is possible through the dsedouble array of transducers and

also by exploring the possibility of dual-pass ifeeometry. In this case the combination of
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images of the same scene obtained from differesitipns of the platform allows the
construction of three dimensional maps of the amalysurfaces. In the future an effort should
be made to correctly calibrate and assess the dosight estimation capabilities using
reference targets or by comparison against othaifadole data sources. As this system enables
gathering of both reflectivity and height maps ytltan be combined together, thus enabling a
better knowledge of the underwater territory.

Synthetic aperture sonar operated from the suidaoebe a powerful tool for shallow
water remote sensing. Additionally enabling realdi operation will further extend the
application possibilities of synthetic aperture @osystems and with the maturing of image
formation algorithms, the problems and difficultieherent to synthetic aperture sonar will be
solved, making its use widespread.

With this sonar and moving platform, the path waid to develop state of the art sonar
imaging systems that will hopefully help shed a@tig the unknown submerged areas of our

national territory and our planet.
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Appendix A: System Parameters

The parameters of the synthetic aperture sonaemsydescribed in this thesis are summarized

in the table bellow.

Table 1. Sonar system parameters.

Parameter Value
Center frequency 200kHz
Band-width 40kHz
TX power 50W
Transducers beam-width 18°
Transducers diameter 0.05
Displacement between vertical
receivers 0.25m
N.° of transmitter channels 1
N.° of receiver channels 2
Recording sampling frequency 100kHz
Pulse repetition frequency 10Hz
TX signal length 10ms

Maximum recording time 90ms
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