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6.1 Abstract 
Objective: To compare the interpretation of agreement in the prediction of 

neonatal outcome variables, using the limits of agreement (LA) and the 
intraclass correlation coefficient (ICC). 

Study Design and Setting: Three obstetricians were asked to predict 
neonatal outcomes independently based on the evaluation of intrapartum 
cardiotocographic tracings. Interobserver agreement was assessed with the LA 
and the ICC, and the results obtained were interpreted by six clinicians and six 
statisticians on a scale that established agreement as very poor, poor, fair, good, 
or very good. 

Results: Interpretation of the LA results was less consensual than the ICC 
results, with proportions of agreement of 0.36 (95% confidence interval [CI]: 
0.28-0.44) vs. 0.63 (95% CI: 0.54-0.73), respectively. LA results suggested a fair 
to good agreement among obstetricians, whereas interpretation of ICC results 
suggested a poor to fair agreement. LA results were more plausible with reality, 
suggesting that obstetricians predicted neonatal outcomes better than randomly 
generated values, whereas it was not always the case with the ICC. 

Conclusions: LA and ICC can provide inconsistent results in agreement 
studies. Accordingly, in the absence of better strategies to assess agreement, 
both should be used for this purpose, but their results need to be interpreted 
with caution keeping their respective limitations in mind. 
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6.2 Introduction 
Observer disagreement on the interpretation of diagnostic tests and clinical 

decisions remains an important problem in Medicine [1,2]. The influence that 
this aspect may have on the validity and effectiveness of clinical interventions 
has been well demonstrated in the past [2,3]. However, inappropriate statistical 
methods to assess agreement and misleading interpretations of agreement 
results are frequently found in the scientific literature [3,4]. 

The intraclass correlation coefficient (ICC) is claimed to be suitable for the 
assessment of observer agreement [1]; Bland and Altman proposed the limits of 
agreement (LA) to assess agreement between methods of measurement [5]. The 
ICC and LA, or a combination of both, have been the most commonly used 
strategies for assessing agreement on continuous variables in obstetrics and 
gynecology [3]. The ICC is supported by the analysis of variance (ANOVA) [6]. 
The main limitation of this method resides in its strong dependence on the 
variance of the assessed population. Higher ICC values may, thus, be obtained 
when applied to a more heterogeneous population as compared with a more 
homogeneous one despite similar levels of agreement [7]. Consequently, the 
ICC values cannot be said to translate an absolute level of agreement, and the 
cutoff value of 0.75, proposed by Burdock et al. to signify good agreement [8], 
has very limited justification. The LA, on the other hand, are not influenced by 
the variance of the assessed population, but interpretation of the significance of 
its results is highly subjective, as it relies on individuals’ understanding of the 
clinical importance of the obtained range [5]. The aim of this study was to 
compare the interpretation of agreement results using the ICC and the LA in 
the clinical prediction of widely used neonatal outcome variables, the Apgar 
score and the umbilical artery blood (UAB) pH. 

6.3 Methods 
Three obstetricians were asked to evaluate 72 intrapartum cardiotocographic 

tracings independently and, from them, predict 1- and 5-minute Apgar scores 
and UAB pH. All obstetricians had more than 5 years’ experience in 
cardiotocography (CTG) interpretation and had previously authored scientific 
papers on intrapartum fetal heart rate monitoring. The 72 tracings were 
presented to the obstetricians with information on maternal age, parity, 
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gestational age, underlying pathology, and drugs administered during labor. 
Tracings were consecutively selected from a preexisting database of the term 
singleton gestations, delivered vaginally, with at least 60 minutes of tracing 
length, less than 15% signal loss, an interval of less than 5 minutes to delivery, 
and no known fetal malformations. In each case, only the last 60 minutes 
before birth were evaluated. All tracings had been previously acquired with 
Sonicaid (Oxford Instruments, Abingdon, UK) or Hewlett-Packard (Palo 
Alto,CA,USA) fetal monitors using an internal fetal scalp electrode and an 
external uterine activity detector. 

 
 
 
 

          
What is new? 

 
• Important inconsistencies in interpretation of intraclass 

correlation coefficient and limits of agreement results 
were found, when these statistics were used to assess 
agreement in prediction of Apgar score and umbilical 
artery blood pH. 
 

• The inconsistencies observed in this study may largely 
be explained by the intrinsic dependence of the 
intraclass correlation coefficient on variance, and the 
subjectivity that occurs in interpretation of the limits of 
agreement. These limitations have been identified 
before, but their consequences on the interpretation of 
results had not been demonstrated in this fashion. 
 

• The interpretation of agreement results on continuous 
variables, using intraclass correlation coefficient and 
limits of agreement, should be performed with caution, 
as it may show considerable inconsistencies. The 
limitations of these methods should be kept in mind 
when considering the clinical application of the results 
of agreement studies. 
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Apgar scores were evaluated by the caregivers responsible for immediate 
neonatal support. The umbilical cord was doubly clamped immediately after 
birth, and samples were obtained within 30 minutes to evaluate artery blood gas 
values. The Apgar score is widely used in developed countries for assessing the 
clinical status of the newborn determining whether or not there is a need for 
immediate medical care. It ranges between 0 and 10 and is based on the analysis 
of the newborn’s skin color, response to stimulus, breathing, muscle tonus, and 
heart rate [9]. The UAB pH is the most objective, currently available measure of 
fetal oxygenation. A low UAB pH establishes the presence of respiratory 
and/or metabolic acidemia occurring during labor and delivery, representing a 
higher risk of perinatal death or neurological injuries from hypoxia [10]. 

To simulate an observer who estimated Apgar scores and UAB pH by 
chance, we randomly generated Apgar score values between 0 and 10 and pH 
values within the range obtained in these newborns (7.049 - 7.390).  

Agreement between pairs of obstetricians and among all three of them was 
assessed by the ICC (two-way random effects) [11] and the LA. Agreement 
among individual obstetricians and real outcome values (Apgar and UAB pH) 
was assessed using the same statistics, as was the case with randomly generated 
numbers. 

ICC assesses agreement by comparing the variance of different 
measurements of the same subject made by different observers with the total 
variance across all measurements and subjects [6]. These variances are derived 
from ANOVA, and the ANOVA model (one way or two way with random or 
fixed effects) depends on the agreement study design. The ICC ranges from 0 
(no agreement) to 1 (perfect agreement), but it can also be negative. The 
interpretation of negative ICC values remains unclear. 

LA is calculated based on the mean difference between two measurements 
in the same subjects and the standard deviation of these differences. 
Approximately 95% of these differences will lie between the mean differences 
±1.96 standard deviations of these differences [5]. 

In the second part of the study, interpretation of the meaning of the 
obtained ICC and LA results was performed independently by 12 experts 
whowere asked to attribute a score in a 5-point Likert scale, reflecting the 
following: 1-very poor, 2-poor, 3-fair, 4-good, or 5-very good agreement. This 
panel of experts was constituted by six clinicians, all with ongoing or concluded 
PhD or MSc studies in the area of cardiotocography and six biostatisticians 
with a background in mathematics, all with published papers in medical 
statistics. All experts were familiar with the concepts and numerical ranges of 
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the Apgar score, UAB pH, ICC, and LA, but as a safeguard, they received a 
written reminder of these at the time of evaluation stating: ‘‘The Apgar score is 
a scoring system to assess the clinical status of a newborn infant. It is usually 
assessed at the first and fifth minutes after birth and can range from zero to 
ten. Umbilical artery blood is collected immediately after birth and the obtained 
pH is an objective indicator of fetal acidemia, usually ranging from 7.05 to 7.40. 
When lower than 7.05 it is associated with an important fetal acidemia. When 
limits of agreement are considered to assess interobserver agreement, 
approximately 95% of the differences between two observers will lie between 
their lower and upper limits. For example, if the limits of agreement between 
observer A and B in prediction of an Apgar score are [-2;2], we can say that in 
95% of cases observer A predicted between 2 points less and 2 points more 
than observer B. The intraclass correlation coefficient can assess agreement 
between two or more observers. Perfect agreement is represented by a 
coefficient of one, while zero represents total disagreement (although it can also 
be negative).’’ To further reduce bias, ICC and LA results for each of the 
assessed variables were provided to experts separately, in random order, and 
without any further information. 

Agreement in interpretation of the ICC and LA results was evaluated with 
the proportions of overall agreement and 95% confidence intervals (CI). The 
proportions of overall agreement were obtained with generalized formulas for 
any number of raters with potentially different numbers of raters or different 
raters for each case [12], and the 95% CIs were obtained using nonparametric 
bootstrap [13]. 

The average value of experts’ interpretation of agreement results was 
calculated to compare the evaluation of ICC with the evaluation of LA. 
Wilcoxon rank test was performed to compare these two interpretations, and 
the median value of agreement was computed for both. A significance level of 
0.05 was chosen. 

6.4 Results 
Mean maternal age was 28 years, with a standard deviation of 6 years. Mean 

gestational age at delivery was 40.2 weeks, with a standard deviation of 1.4 
weeks. Eighty-eight percent of cases had no identifiable underlying pathology. 
Mean newborn weight was 3,503 g, with a standard deviation of 505 g. 
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Apgar scores at 1 and 5 minutes were evaluated in all 72 cases, but valid 
UAB pH values were available only in 51 cases. Although there were 21 missing 
values in UAB pH, there were no significant differences in gestational age 
(p=0.295, t-test), birth weight (p=0.696, t-test), and maternal age (p=0.818, t-
test) in the groups with and without UAB pH. 

Apgar scores at 1 minute ranged between 4 and 10, with a variance of 0.962, 
and Apgar scores at 5 minutes ranged from 8 to 10, with a variance of 0.441. 
The variances of randomly generated Apgar scores were 7.7 at 1 minute and 7.8 
at 5 minutes. The variances of 1-minute Apgar scores predicted by obstetricians 
A, B, and C were 0.7, 0.5, and 0.4, respectively, whereas those of 5-minute 
Apgar scores were 0.7, 0.3, and 0.3, respectively. UAB pH values ranged from 
7.049 to 7.390, with a variance of 0.007. The variances of UAB pH values 
predicted by obstetricians A, B, and C were 0.005, 0.003, and 0.004, 
respectively. The variance of randomly generated UAB pH values was 0.009. 

Interobstetrician, obstetrician-outcome, and random-outcome agreement 
results are presented in Tables 6.1 and 6.2, where the six clinicians’ (Table 6.1) 
and six biostatisticians’ (Table 6.2) interpretations of the obtained ICC and LA 
values are also included.  

Among clinicians, the proportion of overall agreement in interpretations of 
ICC results was significantly higher (0.628; 95% CI: 0.540-0.730) than for LA 
results (0.359; 95% CI: 0.276-0.441). Similar results were obtained among 
biostatisticians (0.749, 95% CI: 0.641-0.851 vs. 0.438, 95% CI: 0.352-0.530). 

Significant differences were found between the average interpretation of 
ICC and LA results, both by clinicians and by biostatisticians. In fact, both 
attributed a lower median agreement for ICC results than for LA results (for 
clinicians, 2.5 vs. 3.5, p<0.001; and for biostatisticians, 2.8 vs. 3.7, p=0.001). 

Table 3 shows the agreement between obstetricians’ prediction of Apgar 
scores and UAB pH and real outcomes assessed by ICC and LA with respective 
95% CIs. LA results show that obstetricians predict 1- and 5-minute Apgar 
values significantly better than a random estimation (Table 6.3). On the other 
hand, ICC results suggest that these predictions are no better than those 
obtained by chance (Table 6.3). 
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Table 6.1: Interobstetrician, obstetrician-outcome, and random-outcome agreement in prediction of Apgar 
scores and UAB pH, considering ICC and LA, and percentage of clinicians (n=6) who chose each point of the 
Likert scale in interpretation of agreement results (higher percentages are in bold). 

 Agreement  Agreement  
 measure: Interpretation of ICC results measure: Interpretation of LA results 

Agreement in 
prediction of 

 
ICC 

very 
poor 

 
poor 

 
fair 

 
good 

very 
good 

 
LA 

very 
poor 

 
poor 

 
fair 

 
good 

very 
good 

1-min Apgar score             
Inter-obstetrician:             
     A–B  0.69   33 67  [-1.09,0.93]    67 33 
     A-C  0.53  17 83   [-0.93,1.63]   33 67  
     B-C  0.52  17 83   [-0.98,1.79]   33 67  
     A-B-C 0.57      -      
Obstetrician-outcome:             
     A-outcome 0.17  50 50    [-2.06,2.06]   50 50  
     B-outcome 0.29 17 83    [-2.01,2.01]   50 50  
     C-outcome 0.06 100     [-2.42,2.62]  17 83   
             
Random -outcome 0.04 100     [-3.16,8.88] 83 17    
             
5-min Apgar score             
Inter-obstetrician:             
     A–B  0.66   33 67  [-0.82,0.96]    67 33 
     A-C  0.40  33 67   [-0.84,1.87]   33 67  
     B-C  0.47  17 83   [-0.87,1.76]   33 67  
     A-B-C 0.48      -      
Obstetrician-outcome:             
     A-outcome 0.18 50 50    [-1.48,1.48]   17 67 17 
     B-outcome 0.11 67 33    [-1.62,1.62]   33 50 17 
     C-outcome 0.00 100     [-2.08,2.08]   50 50  
             
Random -outcome 0.01 100     [-1.42,10.0] 83 17    
             
Umbilical artery blood  
pH Inter-obstetrician: 

            

     A–B  0.79    67 33 [-0.08;0.08]  33 17  50 
     A-C  0.70    100  [-0.09;0.11] 17 17 17 17 33 
     B-C  0.57  17 83   [-0.10;0.12] 17 17 17 33 17 
     A-B-C 0.69      -      
Obstetrician-outcome:             
     A-outcome 0.35  50 50   [-0.15;0.20] 17 33 17 33  
     B-outcome 0.32  50 50   [-0.15;0.19] 17 33 17 33  
     C-outcome 0.14 67 33    [-0.16;0.21] 17 33 17 33  
             
Random -outcome -0.20 33 67    [-0.32;0.24] 50 17 17 17  
Abbreviations: UAB, umbilical artery blood; ICC, intraclass correlation coefficient; LA, limits of agreement; A, obstetrician A; B, obstetrician B; 
C, obstetrician C. 
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Table 6.2: Interobstetrician, obstetrician-outcome, and random-outcome agreement in prediction of Apgar 
scores and UAB pH, considering ICC and LA, and percentage of biostatisticians (n=6) who chose each point 
of the Likert scale in interpretation of agreement results (higher percentages are in bold). 

 Agreement  Agreement  
 measure: Interpretation of ICC results measure: Interpretation of LA results 

Agreement in 
prediction of 

 
ICC 

very 
poor 

 
poor 

 
fair 

 
good 

very 
good 

 
LA 

very 
poor 

 
poor 

 
fair 

 
good 

very 
good 

1-min Apgar score             
Inter-obstetrician:             
     A–B  0.69    100  [-1.09,0.93]   33 17 50 
     A-C  0.53   100   [-0.93,1.63]   33 50 17 
     B-C  0.52   100   [-0.98,1.79]   33 50 17 
     A-B-C 0.57      -      
Obstetrician-outcome:             
     A-outcome 0.17 17 83    [-2.06,2.06]   67 33  
     B-outcome 0.29  67 33   [-2.01,2.01]   67 33  
     C-outcome 0.06 33 67    [-2.42,2.62]  33 67   
             
Random -outcome 0.04 33 67    [-3.16,8.88] 100     
             
5-min Apgar score             
Inter-obstetrician:             
     A–B  0.66    100  [-0.82,0.96]    33 67 
     A-C  0.40  17 83   [-0.84,1.87]   33 67  
     B-C  0.47  17 83   [-0.87,1.76]   33 67  
     A-B-C 0.48      -      
Obstetrician-outcome:             
     A-outcome 0.18 50 50    [-1.48,1.48]    83 17 
     B-outcome 0.11 50 50    [-1.62,1.62]   33 83 17 
     C-outcome 0.00 100     [-2.08,2.08]   83 17  
             
Random -outcome 0.01 100     [-1.42,10.0] 83 17    
             
Umbilical artery blood  
pH Inter-obstetrician: 

            

     A–B  0.79    50 50 [-0.08;0.08]    33 67 
     A-C  0.70    100  [-0.09;0.11]   17 50 33 
     B-C  0.57   100   [-0.10;0.12]   17 50 33 
     A-B-C 0.69      -      
Obstetrician-outcome:             
     A-outcome 0.35   100   [-0.15;0.20]  17 17 50 17 
     B-outcome 0.32   100   [-0.15;0.19]  17 17 50 17 
     C-outcome 0.14 17 83    [-0.16;0.21]  17 33 33 17 
             
Random -outcome -0.20 67 33    [-0.32;0.24] 67 17 17   
Abbreviations: UAB, umbilical artery blood; ICC, intraclass correlation coefficient; LA, limits of agreement; A, obstetrician A; B, obstetrician B; 
C, obstetrician C.  
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Table 6.3: Agreement between real outcomes and obstetrician and random predictions for 1- and 5-
min Apgar scores and for UAB pH, assessed by the ICC and the LA with respective 95% CIs. 

  
ICC  

(95%CI) 

Mean 
difference/bias

(95%CI) 

LA (Lower LA  
95%CI) 

(Lower LA    
95%CI) 

Agreement between       
1-min Apgar outcome and:      

Obstetrician A prediction 0.17 (-0.07;0.38) 0.0 (-0.10;0.10) [-2.06,2.06] (-2.88;-1.24) (1,24;2.88) 
Obstetrician B prediction 0.29 (-0.06;0.49) 0.0 (-0.09;0.09) [-2.01,2.01] (-2.81;-1.21) (1.21;2.81) 
Obstetrician C prediction 0.06 (-0.14;0.27) 0.1 (-0.02;0.22) [-2.42,2.62] (-3.43;-1.41) (1.61;3.63) 
Random generated Apgar 0.04 (-0.05;0.17) 2.86 (2.58;3.14) [-3.16,8.88] (-5.57;-0.75) (6.47;11.29) 

5-min Apgar outcome and:       
Obstetrician A prediction 0.18 (-0.03;0.38) 0.0 (-0.07;0.07) [-1.48,1.48] (-2.07;-0.89) (0.89;2.07) 
Obstetrician B prediction 0.11 (-0.10;0.32) 0.0 (-0.08;0.08) [-1.62,1.62] (-2.27;-0.97) (0.97;2.27) 
Obstetrician C prediction 0.00 (-0.22;0.23) 0.0 (-0.10;0.10) [-2.08,2.08] (-2.91;-1.25) (1.25;2.91) 
Random generated Apgar 0.01 (-0.040.10) 4.29 (4.02;4.56) [-1.42,10.0] (-3.70;0.86) (7.72;12.28) 

UAB pH and:       
Obstetrician A prediction 0.35 (0.10:0.39)  0.025 (0.02;0.03) [-0.15;0.20] (-0.22;-0.08) (0.13;0.27) 
Obstetrician B prediction 0.32 (0.06;0.54) 0.02 (0.01;0.03) [-0.15;0.19] (-0.22;-0.08) (0.12;0.26) 
Obstetrician C prediction 0.14 (0.10;0.57) 0.025 (0.02;0.03) [-0.16;0.21] (-0.23;-0.09) (0.14;0.28) 
Random generated pH values -0.20 (-0.47;0.07) -0.04 (-0.05;-0.03) [-0.32;0.24] (-0.43;-0.21) (0.13;0.35) 

6.5 Discussion 
Important inconsistencies in interpretation of ICC and LA results by both 

clinicians and biostatisticians were observed when these statistics were used to 
assess agreement in prediction of Apgar score and UAB pH. Interpretation of 
LA results was less consensual than of those of ICC. The greater consistency in 
interpretation of ICC results may have been related to the existence of cutoff 
values, established by some authors for this measure, such as the 0.75 value set 
by Burdock et al. to signify good agreement [8]. It is possible that these cutoff 
values were kept in mind by experts when interpreting results. The intrinsic 
subjectivity of interpretation of the LA depending on a clinical rather than a 
statistical interpretation may also have contributed to the lower consistency 
among experts in the interpretation of this measure [3-5]. LA results suggested 
a fair to good interobstetrician agreement, whereas interpretation of the ICC 
suggested a poor to fair agreement. 

A preexisting database of 72 cases, with good-quality signals, monitored 
until very close to delivery was used to maximize obstetricians’ predictive 
capacity by lessening possible confounding factors. It is unlikely that the fact 
that UAB pH values were missing in 21 cases had any influence in the analysis, 
as Apgar scores and UAB pH results were analyzed separately, and there were 
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no differences in gestational age, birth weight, and maternal age among the 
groups with and without UAB pH values. 

Apgar scores displayed a skewed distribution, but the LA approach 
assumptions were met both for Apgar scores and UAB pH, as the differences 
approximated a normal distribution, and the mean and standard deviation of 
the differences were constant throughout the range of measurements [5]. 
Moreover, although assumptions of normality for ANOVA models may not be 
satisfied, the ANOVA procedure is generally robust and permits the estimation 
of the ICC [14]. 

To avoid bias in interpretation of the LA and ICC results, these were 
independently provided in a random order to six experienced clinicians and six 
experienced biostatisticians, without any further information. Three of these 
clinicians were the obstetricians involved in the prediction of the neonatal 
outcome variables, an aspect that may have introduced bias into the analysis. 
However, we feel that this is unlikely, as the predictions were performed more 
than 2 months before the interpretation of agreement results, and they had no 
information on their personal scores. Moreover, the interpretation of LA and 
ICC results was highly consistent among clinicians and statisticians. 

LA results seem more plausible than the ICC results, as they suggest, 
although not reaching statistical significance, that obstetricians predict 5-minute 
Apgar scores better than 1-minute Apgar scores (Table 6.3). The latter are 
intuitively less predictable because of their greater variance and clinical 
instability during delivery. LA results are also clinically more plausible, as they 
suggest that experienced obstetricians predict outcome variables better than 
randomly generated values, which was not the case with ICC results. 

The inconsistencies between ICC and LA can largely be explained by the 
intrinsic dependence of the ICC on variance [8]. Indeed, when Apgar values 
were randomly generated, variances were much higher (7.7 and 7.8 for 1- and 5-
minute Apgar, respectively) than when observers predicted them (variances 
ranging from 0.3 to 0.7). 

6.6 Conclusions 
The interpretation of agreement studies on continuous variables using ICC 

and LA should be performed with caution, as considerable inconsistencies can 
be found between these two measures. A possible approach to overcome this 
problem is the use of both measures to assess agreement. It is the overall 
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impression from several approaches on different populations and setups that 
gives one the feeling that a measure is reliable and to what degree. As each 
method for agreement measurement has its own limitations, it is important to 
discuss method specific drawbacks when interpreting the results of individual 
studies. Agreement remains a difficult concept to represent mathematically, and 
further development of statistical methods needs to be considered. 
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This chapter discusses how the interpretation of agreement studies 
considering continuous variables can be improved by the analysis of complexity 
and by the categorization of continuous variables into categories with clinical 
significance. Another aspect discussed in this chapter is the importance of the 
introduction of complexity analysis into medical research and decision making.
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7.1 Introduction 
Disagreement over clinical decisions may have important research, clinical 

and medico-legal consequences (1). However, the ideal statistical measure of 
agreement has yet to be established, and use of more than one measure has 
been proposed (1-3). Even when this solution is adopted, inconsistent results 
can be found in assessment of complex continuous variables with the most 
widely used measures - the limits of agreement (LA) and the intra-class 
correlation coefficient (ICC) (4). When these were used to assess agreement in 
prediction of umbilical artery blood pH (UAB pH) and Apgar scores, based on 
the interpretation of fetal heart rate (FHR) tracings, LA results suggested a fair 
to good agreement, whereas ICC suggested it was poor to fair (4). LA results 
were judged to be more plausible with reality but their interpretation was less 
consensual, whereas the opposite occurred with the ICC.  

In this commentary we propose the addition of complexity analysis and 
transformation into categorical variables in studies evaluating agreement over 
continuous variables, as a way to improve the interpretation of results. For this 
purpose a reappraisal of the previously cited study evaluating inter-observer 
agreement in prediction of neonatal UAB pH and Apgar scores was performed, 
using a higher sample size.  

7.2 Complexity in clinical decisions 
A complex system is a collection of individual agents which act in ways that 

are not totally predictable and whose actions are interconnected, so that the 
action of one part changes the context for other agents (5). A complex system 
behaves in a non-linear fashion, i.e. small changes in input may lead to large 
changes in outcome (6). Consequently, in complex medical systems, it is 
difficult to establish predictions or to develop simple cause-effect models (7). 
In such cases, clinical judgment is known to involve a high degree of 
uncertainty, frequently leading to a poor agreement among clinicians over the 
diagnosis and management, even when hard observable criteria are present. 
Uncritical adherence to guidelines in this setting may lead to more harm than 
good (5), and other approaches to deal with such uncertainty need to be used, 
such as non-linear models, intuition or scan of patterns (7). 
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7.3 Entropy, a measure of complexity or 
uncertainty 

In information theory, entropy is a measure of the uncertainty, or 
complexity (8). A high value of entropy signifies that a large amount of 
information is needed to describe an outcome about which there is a great deal 
of uncertainty, i.e., complexity is high. On the other hand, a null value of 
entropy signifies that no information is required to describe the outcome, about 
which there is no uncertainty. As an example, we may consider the random 
picking of a ball from a box containing several coloured balls. If all the balls are 
of different colours, then there is maximal uncertainty about the colour of the 
chosen sample. On the other hand, if all the balls are of the same colour, then 
there is no uncertainty about the colour of the chosen ball. 

The nature and meaning of entropy differs from that of variance and the 
coefficient of variation. It is a measure of uncertainty or complexity, whereas 
variance describes a linear measure of dispersion and the coefficient of 
variation describes a normalized measure of dispersion, calculated as the ratio 
of the standard deviation to the mean, so that it is a dimensionless number.  

 

7.4 Adding complexity and categorical 
analysis to the LA and ICC in 
prediction of neonatal outcomes based 
on FHR monitoring  

In clinical care, decisions based on interpretation of FHR signals are a good 
example of interventions with the characteristics of a complex system. Several 
studies have evidenced a low observer agreement over FHR analysis (9) and 
over clinical decisions based on its interpretation (10). It is therefore natural 
that agreement over the prediction of neonatal outcomes - UAB pH and Apgar 
score - based on FHR analysis is also low (4).  

From a pre-existing database of term singleton pregnancies delivered 
vaginally, 152 intrapartum FHR tracings with at least 60 minutes, less than 15% 
signal loss and less than five minutes interval to delivery were consecutively 
selected. All tracings had been acquired with Sonicaid® (Oxford Instruments, 
Abingdon, UK) or Hewlett-Packard® (Hewlett-Packard, Palo Alto, California, 
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USA) fetal monitors, using an internal fetal scalp electrode. Apgar scores were 
evaluated by the caregivers responsible for immediate neonatal support. The 
umbilical cord was double clamped immediately after birth and samples was 
obtained to evaluate umbilical artery and vein blood pH. Neonatal outcome 
values were available in all cases.  

Two experienced clinicians were asked to evaluate the last 60 minutes of 
each FHR tracing independently, using the International Federation of 
Ginecology and Obstetrics guidelines (11), and to predict newborn UAB pH 
and Apgar scores. Entropy, variance and coefficient of variation of the real 
UAB pH and Apgar score values were calculated and the interobserver 
agreement in prediction of these outcomes was assessed, using the LA, the 
ICC, and after categorisation of UAB pH values in three categories ( ≤7.10, 
7.11-7.19, and ≥7.20) and Apgar scores in three categories (≤3, 4-6, and ≥7), 
using the the kappa statistics (K) and proportions of agreement (PA) (12). 
Results are displayed in Table 1. 

Analysis of entropy and categorization, as described above, helps to shed 
some light into the results of observer agreement and the discrepancies 
between LA and ICC. The LA are greatly dependent on clinical, rather than 
statistical, interpretation and a difference of 0.21 (the LA range) in UAB pH is a 
clinically very meaningful difference. A UAB pH value of 7.00 is associated 
with a large risk to the newborn, while a value of 7.21 depicts a normal 
situation. So the LA results for UAB pH represent a clinically much more 
important disagreement than a difference of 2.99 (the LA range) for the 1-min 
Apgar. The clinical interpretation of LA seems therefore to be consistent with 
that of entropy analysis. Less entropy (or uncertainty) exists in prediction of 
Apgar scores, as more agreement between observers is found (Table 7.1). On 
the other hand, ICC results are in contradiction with clinical common sense, as 
they are extremely low for prediction of 10-min Apgar scores, due to the low 
variance of the variable. Lower ICC values are obtained when applied to a more 
homogeneous population, as compared with a more heterogeneous one, despite 
similar levels of agreement (13). For prediction of UAB pH, despite the low 
variance of this variable, the differences between predictions were extremely 
small, providing a relatively high ICC. However, those small differences are 
clinically very meaningful, as previously referred. 

Assignment of continuous variables to the three previously described 
categories, and analysis with the PA, led to an interpretation of results that was 
consistent with the LA and entropy.  On the other hand, K was misleading due 
to its strong dependence on prevalence (14). At 5 and 10 minutes almost all 
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newborns had an Apgar score higher or equal to 7, and there was an almost 
perfect interobserver agreement on prediction of these, however K was 0, 
suggesting that agreement was the same as expected by chance. 

 
Table 7.1: Entropy, variance and coefficient of variation (CV) of real UAB pH and 
Apgar score values. Limits of agreement (LA) and intraclass correlation coefficient 
(ICC) on interobserver agreement in prediction of UAB pH and Apgar score values by 
two clinicians. Proportions of agreement (PA) and kappa statistic (K), on interobserver 
agreement in the same prediction of UAB pH divided into three categories (≤7.10, 
7.11-7.19, and ≥7.20) and Apgar scores divided into three categories (≤3, 4-6, and ≥7,); 
(n=152).   

 Real values Agreement between clinicians 
 entropy variance CV PA kappa ICC LA 
  

UAB pH 4.727 0.006 1% 0.80 0.55 0.70 [-0.12;0.09] 
  
Apgar at:  
   minute 1 1.558 0.935 11% 0.90 0.52 0.62 [-1.39;1.60] 
   minute 5 1.258 0.500 7% 0.97 0.00 0.59 [-1.18;1.30] 
   minute 10 0.748 0.195 4% 0.99 0.00 -0.02 [-0.70;0.73] 
  

7.5 Conclusions 
These results suggest that interpretation of agreement studies using 

continuous variables may be improved by analysis of complexity and by their 
transformation into categorical variables, with cutoff values chosen according 
to clinical significance. This should be taken into consideration in future studies 
of agreement involving complex continuous variables. The overall impression 
obtained from all these approaches and the awareness of each method’s 
limitations, offers a more rigorous interpretation of the degree of agreement. 

Another aspect that needs to be considered is the introduction of 
complexity analysis into medical research and decision making. While in simple 
problems with low uncertainty it is reasonable to use linear models and 
uncomplicated protocols to help guide clinical diagnosis and decisions (7), more 
complex situations pose a higher level of uncertainty for clinical judgement, 
which frequently has to rely on intuition. In these scenarios use of non-linear 
models (15) and mining of patterns (16) may be a helpful way to deal with 
higher levels of complexity.   
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8.1 Abstract 
Purpose: Disagreement on the interpretation of diagnostic tests and clinical 

decisions remains an important problem in Medicine. As no strategy to assess 
agreement seems to be fail-safe to compare the degree of agreement, or 
disagreement, we propose a new information based approach to assess 
disagreement.  

Methods: The sum over all logarithms of possible outcomes of a variable is 
a valid measure of the amount of information contained in the variable. So the 
proposed measure is based on the amount of information contained in the 
differences between two observations. This measure is normalized and satisfies 
the flowing properties: it is a metric, scaled invariant and it has differential 
weighting. 

Results: Two real examples and a simulation were used to illustrate the 
usefulness of the proposed measure to compare the degree of disagreement. 

Conclusions: Used as complement to the existing methods, our approach 
can be useful to compare the degree of disagreement among different 
populations. 
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8.2 Introduction 
Measurement is essential both for clinical care and for epidemiologic 

research; however measurement always implies some degree of variability1. 
Ideally the only source of variability in measurements should be the variability 
within subjects, however often observer variability and other sources of 
variability are also present. 

 In clinical care, diagnosis often depends on measurements, and 
disagreement in these measurements may have obvious implications for clinical 
practice and may also have medico-legal consequences2. Before the 
introduction, in clinical practice, of a new diagnostic method, it is essential to 
assess the agreement between the new method and the traditional one and it is 
also fundamental to know whether the new method can be reproduced by a 
second observer. In research, disagreement in measurements may lead to 
discrepant results in validity or randomized controlled studies with the same 
objectives and with the same methods, consequently misleading and 
heterogeneous results in meta-analysis will be found2. As it is impossible to 
control the various sources of variation of a measurement, agreement studies 
have a very important role. Despite the importance of agreement studies, 
misleading and sometimes inappropriate measures of agreement have been 
used in leading medical literature2,3. Considering the limitations of current 
strategies to assess agreement and as no strategy seems to be fail-safe to 
compare the degree of agreement among different populations, agreement 
studies should be interpreted with caution and possibly combined with the use 
of different strategies to assess agreement always with the limitations of these 
strategies in mind2,4. 

In this article, we propose a new approach to assess agreement based on 
information theory. 
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8.3 Methods  

Most used strategies to assess agreement  

The Intraclass Correlation Coefficient (ICC) is claimed to be suitable for 
observer agreement assessment5.  The ICC is defined as the ratio of the 
variance between subjects, to the total variance6,7. These variances are derived 
from analyses of variance (ANOVA). Fleiss and Shrout present different kinds 
of ICC derive from different ANOVA models, and the ANOVA model 
depends on the study design6. One-way random effects model should be used 
when the subjects are deemed a random sample of subjects to be evaluated by 
the observers. The focus of interest is the difference of the individual 
observer’s rating from the average rating of the observers for the ith subject6. 

In two-way models the observers are deemed an important factor in the 
ICC computation. In two-way random effects model, not only the subjects are 
deemed random, but the observers are deemed a random effect as well. In two-
way mixed model each subject is evaluated by k observers, who are the only 
observers of interest, in this case, the observers are a fixed effect while the 
subject ratings are a random effect6. 

The ICC (from two-way models) that should be used for assessing 
agreement was defined by McGraw and Wong as the ‘ICC for agreement’. We 
obtain the ‘ICC for consistency’ or the ‘ICC for agreement’ excluding or not 
the observer variance from the denominator mean square, respectively8. The 
systematic variability due to observers is irrelevant for ‘ICC for consistency’ but 
it is not for ‘ICC for agreement’. 

The ICC ranges from 0 (no agreement) to 1 (perfect agreement), however it 
can be negative, how such negative ICC values should be interpreted is quite 
unclear. The ICC assumptions, multivariate normal distributions and equality of 
variances, should be checked.  

An important limitation of ICC is that it is strongly influenced by the 
variance of the trait in the population in which it is assessed9. This limitation 
can be illustrated with the following example: suppose that we aim to assess 
whether a depression scale can be reproduced by a second observer when 
applied to a random sample of the adult population (a heterogeneous 
population, with high variance) the scale’s ICC may be higher than when the 
scale is applied to a very homogeneous population (with low variance), such as 
patients hospitalized for acute depression. This ICC characteristic has also been 
considered by some authors as an advantage, for it would make the discordance 
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relative to the magnitude of measurements10, however comparability across 
populations is not possible with ICC. Consequently, ICC values have no 
absolute meaning, and the cut-off value of 0.75 proposed by Burdock7 and 
Lee11, and often reproduced to signify a good agreement, has limited 
justification. 

Lin’s Concordance Correlation Coefficient (CCC) is the Pearson Correlation 
of Coefficient, which assesses the closeness of the data to the line of best fit, 
modified by taking into account how far the line of best fit is from the 45º line 
through the origin12. Lin objected to the use of the ICC as a way to assess 
agreement between methods of measurement and developed the concordance 
correlation coefficient (CCC). However, there are similarities between certain 
specifications of the ICC and the CCC13. Some limitations of ICC, like the 
limitation of comparability of population described above, are also present in 
CCC14. 

Bland and Altman propose the limits of agreement to assess agreement 
between methods of measurement15. Limits of agreement can be calculated 
based on the mean difference between the measurements of two methods in 
the same subjects and the standard deviation of these differences. 
Approximately 95% of these differences will lay between the mean differences 
± 1.96 standard deviation of these differences. The limits of agreement 
approach depends on some assumptions about the data: the mean and standard 
deviation of the differences are constant throughout the range of measurement 
and these differences are approximately Normally distributed15. Limits of 
agreement are expressed in terms of the scale of measurement and the decision 
whether a degree of agreement is acceptable or not is always a clinical, not 
statistical, judgment.  

Other approaches16,17, have been proposed for assessing agreement; 
however all of them are also limited when the aim is to compare the agreement 
in different populations with different trait characteristics. 

The New Approach: Information-Based Measure of 
Disagreement 

Entropy, introduced by Shannon, can be described as the average amount of 
information contained in a variable18. A high value of entropy means that a 
large amount of information is needed to describe an outcome variable about 
which we have high uncertainty. The sum over all logarithms of possible 
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outcomes of the variable is a valid measure of the amount of information, or 
uncertainty, contained in a variable. Consider that we aim to measure 
disagreement between measurements obtained by observer A (variable A) and 
observer B (variable B). Also, consider for variable A, a vector A that can take 
the range of non-negative values (a1,…,an) and for variable B, a vector B that 
can take the range of non-negative values (b1,…,bn). The intuition behind our 
definition is that the disagreement between A and B is related to the differences 
between them, with the minimum reached when A and B are identical. So, it is 
then natural to consider: 

∑
=
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ii ba
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2log   

the amount of information contained in the differences between observers A 
and B. By adding 1 to the differences, we avoid the behavior of the logarithmic 
function between 0 and 1, while keeping a quite natural close relation to the 
notion of entropy where Shannon considered the log of the inverse of a 
probability, i.e., the log of a value always greater or equal to 1. Now, in order to 
get a value between 0 and 1 we normalize the amount of information contained 
in the differences to obtain the following measure of disagreement. 

Considering two vectors A = (a1,…,an) and B = (b1,…,bn) with non-negative 
components.  

The information-based measure of disagreement is defined as: 
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This coefficient equals 0 when the observers agree, or when there is no 
disagreement, i.e., when ai = bi. In this case we say that there is no information 
in the differences between observers A and B. As observer A and B’s 
measurements disagree, the amount of information in the differences between 
observers A and B increases and the information-based measure of 
disagreement increases, tending to 1, or, in other words, the distance between 
the observers increases. 

The convention 
{ }

0
0,0max

00
=

−  has a natural interpretation since if both 

observers rate 0, they agree, so the contribution of this observation to the final 
sum of disagreement is log2(0+1) = 0. 
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Properties of Information-Based Measure of 
Disagreement 

The information-based measure of disagreement, d(A,B), is a metric, i.e., 
follows the properties:  

 
• is non-negative, d(A,B) is always equal to or greater than zero;  

 
• is zero if and only if the observers rate exactly the same 

measurements, d(A,B)=0 if and only if A=B;  
 

• is symmetric, d(A,B)=d(B,A) and  
 

• the triangular inequality is verified, d(A,B)≤d(A,C)+d(C,B). 

The information-based measure of disagreement is scale invariant, 
d(A,B)=d(kA,kB) with k a non-zero constant. It also has differential 
weighting, i.e., a difference found between high values contribute less to the 
information-based measure of disagreement than the same difference found 
between low values. The appendix contains the proof of each property. 

Inference of the information-based measure of 
disagreement 

In the absence of any distributional assumption, the most obvious inference 
method is the non parametric bootstrap. Each of the M bootstrap samples is 
taken from ai (i=1,…,n), and bi (i=1,…,n), where ai and bi are the measurements rated 
by the observers A and B respectively, on the subject i, and provides an 
estimate of the proposed information-based measure of disagreement using 
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of disagreement can be obtained from the percentiles of the empirical 
distribution of the M estimates. 
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8.4 Results 

Example - systolic blood pressure 

Bland and Altman present the example of measurements of systolic blood 
pressure of 85 individuals, by two observers (observer J and observer R) with 
sphygmomanometer, and one other measurement, by a semiautomatic device 
(device S)19. Luiz et al re-analyze the data and also observe, with a graphical 
approach, a greater agreement between the two observers than between the 
observers and the semiautomatic device16. Using our information-based 
measure of disagreement; we also obtained a significantly more disagreement 
between each observer and the semiautomatic device than between the two 
observers (Table 8.1). 

 
Table 8.1. Disagreement between observers J and R, using a sphygmomanometer, and 
between each observer and the semiautomatic device S, in measurement of the systolic 
blood pressure of 85 individuals. 
 
Disagreement between: 

Information Based 
Measure of Disagreement 

95% confidence 
intervals 

 
Observer J and observer R 0.019 [0.013;0.029] 
Observer J and S 0.158 [0.134;0.182] 
Observer R and S 0.160 [0.136;0.186] 
 

 

Example - Apgar score at first minute 

The Apgar score is widely used in developed countries for assessing the 
clinical status of the newborn, determining whether or not there is a need for 
immediate medical care. It is usually assessed at the first and fifth minutes after 
birth and ranges between zero and ten. It is based on the analysis of the 
newborn’s skin color, response to stimulus, breathing, muscle tonus and heart 
rate.  

Cardiotocography is the most common method used for fetal monitoring 
during labor. It registers the heart rate of the fetus and contractions of the 
uterus. The value of fetal monitoring procedure is in its ability to predict 
newborn outcome, as the prediction of newborn outcome during labor can 
decrease perinatal mortality and morbidity. 
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Three obstetricians were asked to evaluate 72 intrapartum cardiotocographic 

tracings independently and through them predict the Apgar score at the first 
minute. After birth, the true values of the Apgar scores were evaluated by the 
caregivers responsible for immediate neonatal support. To simulate an observer 
who estimated Apgar by chance, we randomly generated Apgar score values 
between zero and ten.  

Table 8.2 presents the true Apgar scores evaluated after birth for 72 
newborns and the Apgar scores predicted by the three obstetricians based on 
the intrapartum cardiotocographs tracings. The obstetricians were blinded for 
the neonatal outcome and evaluate tracings independently. Table 2 also 
presents a random estimation of the Apgar scores created by a generation of 
random values between zero and ten.  

Table 8.3 presents the agreement, assessed by the ICC, and the 
disagreement, assessed with the information-based measure of disagreement, 
between each obstetrician´s predictions and Apgar evaluated by the caregiver 
for neonatal support and between randomly generated Apgar and evaluated by 
the caregiver for neonatal support.  

As ICC is a measure of agreement, higher values correspond to better 
agreement. However, as the proposed information-based measure of 
disagreement is a measure of disagreement, higher values correspond to a 
higher disagreement, i.e., a worse agreement. ICC results suggest that one 
obstetrician predicted Apgar scores no better than the random generation of 
values. This is an artifact caused by the dependence of the ICC on variance. 
When Apgar scores were randomly generated, variance is much higher (7.7) 
than when obstetricians predict them (variances ranging from 0.4 and 0.7).  

On the other hand, the information-based measure of disagreement 
demonstrates evidence that the Apgar score predictions by the obstetricians 
were significantly better, i.e. there was less disagreement with Apgar scores 
evaluated by the caregivers responsible for neonatal support, than by the 
random generation of Apgar scores (Table 8.3). 
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Table 8.2. Apgar score at first minute evaluated by the caregivers responsible for 
immediate neonatal support (Apgar) and Apgar score predicted by three obstetricians 
(A, B and C) and randomly estimated (random) for 72 newborns. 
  Apgar predicted by Apgar predicted by 

Newborn Apgar A B C random Newborn Apgar A B C random 
1 9 9 9 9 1 37 9 9 9 9 1 
2 9 9 9 9 1 38 10 9 9 9 2 
3 8 9 9 9 8 39 8 9 9 9 2 
4 9 9 9 9 8 40 9 9 8 8 9 
5 9 9 9 9 5 41 9 6 9 9 7 
6 9 9 9 9 2 42 9 7 8 8 6 
7 9 9 9 9 7 43 9 7 9 8 6 
8 9 8 9 9 4 44 7 7 9 8 1 
9 8 9 9 9 4 45 7 8 8 8 2 
10 9 9 9 8 5 46 8 8 9 9 9 
11 9 8 9 9 3 47 8 8 8 8 8 
12 4 7 6 7 1 48 10 8 8 8 8 
13 9 7 7 7 6 49 9 8 9 9 6 
14 8 8 9 9 7 50 9 8 9 9 4 
15 9 9 9 8 1 51 9 7 8 8 9 
16 9 7 9 8 7 52 9 9 9 9 3 
17 9 9 9 9 2 53 9 7 8 8 8 
18 9 8 8 8 4 54 9 8 9 9 3 
19 9 8 8 8 9 55 9 8 9 8 1 
20 8 7 7 7 7 56 9 8 9 9 2 
21 8 8 8 8 4 57 8 8 8 8 4 
22 7 7 6 8 6 58 8 9 9 9 3 
23 9 9 9 9 6 59 9 7 8 8 3 
24 10 7 7 8 3 60 9 7 8 8 9 
25 10 8 8 9 4 61 9 9 9 9 5 
26 9 7 8 8 5 62 8 7 7 7 4 
27 9 8 8 9 1 63 9 8 9 8 2 
28 9 7 8 9 5 64 9 9 9 9 9 
29 9 8 9 9 1 65 9 9 9 9 1 
30 8 9 9 9 1 66 10 8 9 8 4 
31 8 8 9 9 1 67 8 9 9 9 9 
32 9 9 9 9 9 68 8 8 9 8 4 
33 9 9 9 9 6 69 10 9 9 9 8 
34 5 9 9 9 1 70 8 9 9 9 7 
35 8 9 9 9 1 71 10 8 9 8 7 
36 9 9 9 9 1 72 9 8 9 8 4 
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Table 8.3. Agreement assessed with the ICC and respective 95% confidence intervals 
(in brackets), and disagreement, assessed with the information-based measure of 
disagreement and respective 95% confidence intervals (in brackets), between each 
obstetrician´s predictions and Apgar scores evaluated by the caregiver for neonatal 
support and between randomly generated Apgar predictions and Apgar scores 
evaluated by the caregiver for neonatal support.  
 Agreement

(ICC) 
Information-based  

Measure of Disagreement  
 
Obstetrician A and Apgar 0.06 [-0.14;0.27] 0.13 [0.11;0.17] 
Obstetrician B and Apgar 0.29 [ 0.06;0.49] 0.10 [0.07;0.13] 
Obstetrician C and Apgar 0.17 [-0.07;0.38] 0.11 [0.08;0.13] 
Random and Apgar 0.04 [-0.05;0.17] 0.54 [0.47;0.61] 
 
Note that ICC is a measure of agreement (higher values correspond to better agreement) while the proposed 
information-based measure of disagreement is a measure of disagreement (higher values correspond to worse 
agreement). 

 

Simulation study 

To assess the performance of the proposed measure we used simulations in 
different scenarios. From Uniform distributions between 0 and 100 we 
generated the observer A’s ratings for sample sizes of 10, 25, 50, 100, 500 and 
5000. In a first scenario, Observer B’s ratings were created by adding a 
systematic difference to observer A’s ratings: Observer B’s ratings were equal to 
observer A’s ratings plus 10 units. In a second scenario, Observer B’s ratings 
were created by adding a random difference to Observer A’s ratings: Observer 
B’s ratings were equal to observer A’s ratings plus a quantity generated by a 
Normal distribution with mean 0 and standard deviation 5. In a third scenario, 
Observer B’s ratings were created by adding both random and systematic 
differences to Observer A’s ratings: Observer B’s ratings were equal to observer 
A’s ratings plus a quantity generated by a Normal distribution with mean 10 
and standard deviation 5. We assumed as 0 all generated negative Observer B’s 
ratings. 

A thousand bootstrap samples were taken from data for each scenario and 
each sample size to provide the estimates of the proposed information-based 
measure of disagreement. Table 8.4 presents the mean and standard deviation 
of those 1000 estimates (standard error). Table 8.4 also presents the bias, i.e., 
the difference between the original and the mean of 1000 estimates of the 
information-based measure of disagreement. The point estimates of the 
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proposed information-based measure of disagreement had very small bias and 
standard error even for small sample sizes. 

 
Table 8.4. A thousand bootstrap samples were taken from simulated data for each of 
three scenarios (systematic, random or systematic and random difference between 
observers) and each sample size (10, 25, 50, 100, 500, 5000) to provide estimates of the 
information based measure of disagreement. The table presents the mean, bias and 
standard error (se) of those estimates. 
Inter observer Sample size
difference  10 25 50 100 500 5000 
  
Systematic  

mean 0.286742 0.260622 0.267393 0.321260 0.283476 0.303583 
bias -0.000240 -0.000355 -0.000099 -0.000153 0.000059 0.000013 
se 0.063482 0.033186 0.024173 0.020150 0.007960 0.002773 

Random       
mean 0.145643 0.166753 0.179945 0.151991 0.147059 0.172590 
bias 0.000402 -0.000170 -0.000355 -0.000342 -0.000173 0.000050 
se 0.091367 0.041682 0.031509 0.017342 0.007857 0.002955 

Both       
mean 0.285104 0.252425 0.268723 0.288005 0.295004 0.287160 
bias -0.000511 0.000139 0.000002 0.000376 -0.000029 -0.000039 
se 0.073055 0.041336 0.030050 0.022234 0.009782 0.002937 

  
Observer A’s ratings are generated from an Uniform (min=0,max=100).  
Systematic: Observer B’s rating are equal to Observer A’s ratings plus 10 units. 
Random: Observer B’s ratings are equal to observer A’s ratings plus a quantity generated by a Normal 
(mean=0,standard deviation=5). 
Both: Observer B’s ratings are equal to observer A’s ratings plus a quantity generated by a Normal 
(mean=10, standard deviation=5). 

 

8.5 Discussion 
We can look at disagreement between observers as the distance between 

their ratings, so the metric properties are important.  Moreover, the proposed 
measure of disagreement is scale-invariant, i.e., the degree of disagreement 
between two observers should be the same if the measurements are analyzed in 
kilograms or in grams, for example.  

Differential weighting is another property of the proposed information-
based measure of disagreement: each comparison between two ratings is 
divided by a normalizing factor, depending upon each pair of ratings alone, 
before summing. Therefore, the information-based measure of disagreement is 
appropriate for ratio scale measurements (with a natural zero) and it is not 
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appropriate for interval scale measurements (without a natural zero). For 
example, outside air temperature in Celsius (or Fahrenheit) scale does not have 
a natural zero. The 0º is arbitrary and it does not make sense to say that 20º is 
twice as hot as 10º. Outside air temperature in Celsius (or Fahrenheit) scale is 
an interval scale. On the other hand, height has a natural 0 meaning: the 
absence of height. Therefore, it makes sense to say that 80 inches is twice as 
large as 40 inches. Height is a ratio scale. Suppose the heights of a sample of 
subjects measured independently by two different observers. A difference 
between the two observers of one inch in a child subject represents a worse 
observers’ error than a disagreement between observers of one inch in an adult 
subject. Due to differential weighting property of the information-based 
measure of disagreement, a difference between the observers of one inch in a 
child in fact weights less to the estimate of information-based measure of 
disagreement between observers than a difference between the observers of 
one inch in an adult. 

The usual approaches used to evaluate agreement have the limitation of the 
comparability of populations. In fact, ICC depends upon the variance of the 
trait in the population; although this characteristic can be considered an 
advantage it does not permit one to compare the degree of agreement across 
different populations. Also the interpretation of the Limits of Agreement 
depends on what can be considered clinically relevant or not, which could be 
subjective and different from reader to reader. The comparison of the degree of 
agreement in different populations is not straightforward. Other approaches16, 
17 to assess observer agreement have been proposed, however the 
comparability of populations is still not easy with these approaches. 

The proposed information-based measure of disagreement, used as a 
complement to current approaches for evaluating agreement, can be useful to 
compare the degree of disagreement among different populations with different 
characteristics, namely with different variances.  

Moreover, we believe that information theory can make an important 
contribution to the relevant problem of measuring agreement in medical 
research, providing not only better quantification but also better understanding 
of the complexity of the underlying problems related to the measurement of 
disagreement.  
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8.7 APPENDIX 

Properties of the proposed disagreement measure 

 
The proposed disagreement measure, d(A,B), has the flowing properties: 

 
 

Property 1 (Non-negativity). Let A and B be two non-negative, random variables of 
size n, d(A, B) ≥ 0. 

 
Proof. If the two observations are zero, then by convention its contribution 

is zero. On the other observations, the property follows from the fact that the 
factors in the argument of log are at least 1. � 

 
 

Property 2 (Identity of indiscernibles). Let A and B be two non-negative, random 
variables of size n.  d(A, B) = 0 if and only if   A = B. 

Proof. d(A, B) = 0 if and only if { } 01
,max
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 for all ni ≤≤1 , i.e., if and only 

if A=B. � 
 
 

Property 3 (Symmetry). Let A and B be two non-negative, random variables of size 
n, d(A, B) = d(B, A). 

 
Proof. d(A, B) = d(B, A) because of maximum and the absolute value 

symmetry. � 
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Property 4 (Triangular inequality). Let A, B and C be three non-negative, random 
variables of size n, B)d(C,C)d(A,B)d(A, +≤  

 
Proof. In order to prove d(A,B)≤d(A,C)+d(C,B) we have to prove that for 

all 1 ≤ i ≤ n:  
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First we deal with the case where at least two of the elements ai, bi and ci are 0. 

 
If ai=bi=ci=0 then the inequality (I) is trivially true with the convention made. 

If ai=bi=0 and ci≠0 then { } 01
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verifies the inequality (I). 
 
Now assume that at least two of the values ai, bi and ci are positive. Proving the 
inequality (I) is equivalent, to prove: 
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So, is sufficient to prove that: 

 



Chapter 8 - 101 - 
Assessment of disagreement: a new information based approach 

 
 

{ } { } { }ii

ii

ii

ii

ii

ii

bc
bc

ca
ca

 
ba

ba
,max,max,max

−
+

−
≤

−

 
 
Suppose that { } iii cba ≥,max .  

 
Then { } { }iiii cbba ,max,max ≥ and { } { }iiii caba ,max,max ≥ .  

 

So, { } { }iiii bcba ,max
1

,max
1

≤ and { } { }iiii acba ,max
1

,max
1

≤ .  

 

Thus { } { } { } { }ii

ii

ii

ii

ii

iiii

ii

ii

bc
cb

ca
ca

ba
bcca

ba
ba

,max,max,max,max
−

+
−

≤
−+−

≤
−
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Property 5. Let A and B  be two non-negative, random variable of size n, 1≤B)d(A,
. 
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Property 6. (Scale invariance). Let A and B be two non-negative, random variable 
of size n and k a positive, non zero constant. =),( BAd ),( kBkAd . 
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This closing chapter explains why the example of foetal heart rate 
assessment in obstetrics and gynaecology was chosen through this thesis. All 
the strength and weakness of each chapter were discussed. At last this chapter 
presents the general conclusion of this thesis. 
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9.1 General discussion 
Agreement among measurements taken by clinicians or diagnostic devices is 

fundamental to proceed with validity studies and randomised controlled trials 
(Costa-Santos 2005) and to ensure efficient delivery of health care (Shoukri 
2005). However, unfortunately, incorrect analysis of agreement studies in 
medical literature is not rare (Bland 2003; Gow 2008). Many researchers 
continue to use inappropriate and misleading statistical analysis imitatively and 
without taking in account the limitations of statistical methods 
involved. Furthermore, the statistical methodology to agreement studies has 
been neglected and only a few books have dedicated chapters dealing with 
agreement studies in a comprehensive manner and there are several 
controversies in literature about which are the more appropriate statistical 
methods to assess agreement (Luiz 2005). 

In spite of the importance of agreement studies and the limitations of 
current statistical methods for agreement assessment are universal to all medical 
areas, almost all the examples of this thesis are on obstetrics and gynaecology, 
in particular on prediction of newborn outcomes (umbilical artery blood pH 
and Apgar scores) based in the foetal heart rate analysis during the labour. The 
umbilical artery blood pH is the most objective, currently available measure of 
fetal oxygenation. A low UAB pH establishes the presence of respiratory 
and/or metabolic acidemia occurring during labour and delivery, representing a 
higher risk of perinatal death or neurological injuries from hypoxia.  The Apgar 
score is widely used in developed countries for assessing the clinical status of 
the newborn determining whether or not there is a need for immediate medical 
care. It ranges between 0 and 10 and is based on the analysis of the newborn’s 
skin color, response to stimulus, breathing, muscle tonus, and heart rate. In 
fact, the focus on a single medical area, obstetrics and gynaecology, facilitates 
the systematic review of which statistical measures that have been used and the 
exemplification of the limitations of current statistical methods to assess 
agreement. It is important to focus in a single medical area also for searching 
examples of studies published in literature with misleading results. In fact, only 
with some clinical knowledge we can fully understand a misinterpreted result of 
an agreement study due to misuse of statistical methodology. To get some 
clinical skills it is better to focus in a specific medical area.  Moreover, obstetrics 
and in particularly foetal heart rate monitoring seems to be a good example to 
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illustrate all the chapters of this thesis. Actually, to illustrate the behaviour of 
the agreement measures we need a procedure with low agreement. As several 
studies have evidenced a low observer agreement over foetal heart rate analysis 
and over clinical decisions based on its interpretation (Ayres-de-Campos 1999; 
Bernardes 1997) we used, in chapters 5, 6, 7 and 8 of this thesis, examples with 
foetal heart rate analysis. Moreover, some statistical methods to assess 
agreement in continuous variables, as ICC, have a worst behaviour in 
measurements with low variance (de Vet 2005; Stratford 1989). Consequently, 
the prediction of umbilical artery blood pH, a variable with low variance, based 
in the foetal heart rate analysis, a procedure with low observer agreement, 
seems to be an ideal example to illustrate the chapters of this thesis considering 
continuous variables. Furthermore, both Apgar scores and umbilical artery 
blood pH were frequently categorized in three categories with clinical meaning 
(normal, suspicious and pathological) with a very low prevalent category 
(pathologic). Consequently, as some commonly used statistical methods to 
assess agreement in categorical variables, like kappa, have a worst behaviour 
when there is a low prevalent category, the prediction of umbilical artery blood 
pH and Apgar score based in the foetal heart rate analysis is also a good 
example to illustrate the chapters of this thesis considering categorical variables. 

In order to achieve the first objective of this thesis: “to assess how 
agreement has been measured in obstetrics and gynaecology literature” a 
literature review was performed in three world-leading obstetrics and 
gynaecology journals and was presented in chapter 4 (Costa-Santos 2005). 
Although there are some controversies in literature about which are the best 
statistical methods for agreement assessments there are however some methods 
clearly inadequate. This is the case of Pearson correlation coefficient; there is 
general consensus in literature that Pearson correlation coefficient is inadequate 
to measure agreement.  It is, therefore, surprising that this coefficient continue 
to be used to assess agreement, as our study, presented in chapter 4, revelled. In 
other medical area, another review performed latter, in five world-leading 
cardiology journals found similar results, correlation coefficient was the single 
most reported index for assessing observer agreement (Gow 2008). The major 
cause for concern is that both studies were performed in the world-leading 
journals in each area, so, the large proportion of agreement studies using 
inappropriate method to assess agreement can be underestimated. Our review 
also revealed that the presentation of one single statistical measure was the 
most common way used to assess agreement (Costa-Santos 2005) and due to 
the limitations of the current statistical methods, the assessment of agreement 
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based in one single measure can be misleading.  One limitation of study 
presented in chapter 4 is that it was focused only in statistical methods and 
sometimes the problems in agreement studies start in their design. Another 
limitation is that our study did not assess how the results of agreement studies 
are interpreted, in fact, despite the use of the most recommended measures of 
agreement, their interpretation without taking in account their limitation can 
lead to erroneous conclusions. 

Chapter 4 also describe some consequences of lack of agreement in 
medicine trying to accomplish the second objective of this thesis: “to describe 
the consequences of lack of agreement in medicine”. In fact, our article also 
illustrates how poor reproducibility can dramatically influence, not only 
obviously the clinical practice, but also the results of clinical research (Costa-
Santos 2005). In fact, in validity studies, a commonly observed observer 
variation in a diagnostic test can led to variations in the test sensitivity as wide 
as 0 to 100%. Considering randomised controlled trials, poor reproducibility in 
a diagnostic test A can lead to a variation in the relative risk in three trials 
comparing test A plus an 100% effective intervention with test B plus a 100% 
effective intervention as wide as 0.1 to 2. All theses discrepant results due to 
observer variation may be the cause of high heterogeneity in meta-analyses 
(Costa-Santos 2005). In fact, as claimed by Fleiss, even the most correct design 
of a validity study, a randomized controlled trial or other clinical study will not 
overcome the damage caused by unreliable or imprecise measurement (Fleiss 
1986). 

To answer to the third objective: “to describe the consequences of misuses 
and misinterpretation of the current statistical strategies to assess agreement” 
chapter 5, based in 3 letters to the editor, shows with real examples how the use 
of inappropriate methods for agreement assessment considering categorical 
variables, the inappropriate design of the agreement study and other common 
problems can lead to inconsistent results (Costa-Santos 2008-a; Costa-Santos 
2008-b; Costa-Santos 2009). This chapter, based only in 3 letters to the Editor, 
is not exhaustive; we believe that there are in medical literature much more 
different examples of consequences of misuses and misinterpretation of the 
current statistical strategies to assess agreement. However, this kind of letter to 
the Editor is important, because it is essential that all the readers of medical 
literature be aware of the limitations of statistical methods to assess agreement 
and the consequences of misuses and misinterpretation of the statistical 
strategies currently used in agreement studies. Also, to answer to the third 
objective, chapter 6 describes how the most recommended strategies to assess 
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agreement considering continuous variables can be interpreted providing 
inconsistent and misleading conclusions. In this chapter the inconsistencies 
between ICC and limits of agreement are demonstrated with clinical neonatal 
outcomes (Costa-Santos 2010-a). The inconsistencies observed in this study 
may largely be explained by the intrinsic dependence of the ICC on variance, 
and the subjectivity that occurs in interpretation of the limits of agreement. 
These limitations have been identified before, but their consequences on the 
interpretation of results had not been demonstrated in this fashion. We believe 
it is very useful to explain methodological and statistical issues with clinical data 
and the chapter 6 contributes to the discussion of the application of agreement 
results in clinical settings.  

Until better ways of assessing agreement are developed, in Chapter 4 we 
recommend, for assessment of observer agreement considering categorical 
variables, the use of both kappa and proportions of agreement for each 
category and overall, and for continuous variables, the use of both ICC and 
limits of agreement (Costa-Santos 2005). Simultaneously, Luiz et al. also 
recommend the use of both ICC and limits of agreement for agreement 
assessment considering continuous variables (Luiz 2005). However this in not 
an ideal solution, in fact, as we show in chapter 6 the limits of agreement and 
the intra-class correlation coefficient may be inconsistent in assessment of 
agreement. And, how should we interpret discrepant results in agreement 
studies? As we suggest in chapter 6 the use of more than one strategy and a 
interpretation of results with their limitations in mind can help, however 
agreement remains a difficult concept to represent mathematically, and further 
development of statistical methods needs to be considered. 

Motivated by the need of further development of statistical methodology we 
explore, in chapters 7 and 8, how complexity science can contribute to 
understand or assess the observer agreement in Medicine, trying to accomplish 
the fourth objective: “to explore whether complexity science and concepts 
such as entropy could contribute to our understanding of assessment of 
observer agreement in medicine”. In fact, a complex system is a collection of 
individual agents which act in ways that are not totally predictable and whose 
actions are interconnected, so that the action of one part changes the context 
for other agents (Plsek 2001). A complex system behaves in a non-linear 
fashion, i.e. small changes in input may lead to large changes in outcome (Shiell 
2008). Consequently, in complex medical systems, it is difficult to establish 
predictions or to develop simple cause-effect models (Wilson 2001). In such 
cases, clinical judgment is known to involve a high degree of uncertainty, 
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frequently leading to a poor agreement among clinicians over the diagnosis and 
management, even when hard observable criteria are present. The certainty-
agreement diagram (Figure 9.1) related high certainty with high agreement and 
low certainty (chaos or complexity) with low agreement (Wilson 2001).  

 
 

 
Reprinted from BMJ, 323, Suneet Wilson T, Holt T, Greenhalgh T, Complexity science: 

complexity and clinical care, 685-6888, Copyright (2001), with permission from BMJ Publishing 
Group Ltd. 

Figure 9.1. Adapted certainty-agreement diagram. 
 

As there is a strong relation between complexity and agreement, we think 
that the complexity analysis may improve the interpretation of agreement using 
continuous variables. The chapter 7 shows how analysis of entropy, a measure 
of complexity or uncertainty, and the categorization of continuous variables 
helps to shed some light into the results of observer agreement and the 
discrepancies between limits of agreement and ICC found in the previous study 
presented in chapter 6. The chapter 7 only introduce the idea that complexity 
science can contribute to understand the observer agreement in Medicine, an 
idea to develop in the future. Another idea presented in this thesis is the use of 
complexity science and information theory, not only to understand the lack of 
agreement in Medicine and to help in the interpretation of discrepant 
agreement results, but also to develop new measures of agreement. As the usual 
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approaches used to evaluate agreement (or disagreement) have the limitation of 
the comparability of populations, in chapter 8, we propose a new information-
based approach to assess disagreement which allows the comparability of 
different trait populations. This new approach is based on the concept of 
entropy, a measure of complexity or uncertainty (Costa-Santos 2010-b). The 
proposed information-based measure of disagreement, used as a complement 
to current approaches for evaluating agreement, can be useful to compare the 
degree of disagreement among different populations with different 
characteristics, namely with different variances(Costa-Santos 2010-b). Actually, 
the major advantage of the proposed information-based measure of 
disagreement is its comparability across populations. In fact, all other methods 
used to assess agreement do not allow the comparability across populations. 
For example ICC is strongly influenced by the variance of the trait in the 
sample/population in which it is assessed. ICCs measured for different 
populations might not be comparable (Muller 1994). The proposed measure 
have however some limitations. It is appropriate for ratio scale measurements 
(with a natural zero) but it is not appropriate for interval scale measurements 
(without a natural zero). Yet, the ratio scales are the most common in 
biomedical research. Another limitation is that it can only measure 
disagreement between two observers or methods, an extension for more than 
two observers or methods can be explored in a future work. 

9.2 Conclusions 
This thesis shows the importance of agreement studies and the frequent 

misuse of the current statistical strategies to assess agreement. As all method 
for agreement measurement has important limitations, it should be the overall 
impression from several statistical approaches that gives one the feeling that a 
measure is reliable and to what degree. It is important to discuss methods 
specific drawbacks when interpreting the results of individual agreement study.  

Many researchers continue use inappropriate methods to assess agreement 
imitatively and without thinking about the issues involved. Frequently the most 
appropriate methods are used but their limitations are not taking in account 
when the results are interpreted, leading to erroneous conclusion. Inappropriate 
methods and misinterpreted results of agreement studies can lead to important 
clinical, research and medico-legal consequences. 
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This thesis has also shown that information theory and complexity science, 

the study of complex systems, can make a contribution to the agreement 
assessment area. In fact, complexity science have been more popular in medical 
literature in the last years (Campbell 2007; Notcutt 2002; Patel 2008; Plsek 
2001-a; Plsek 2001-b; Rambihar 2009; Reid 2002; Shiell. 2008; Wilson 2001). 
And the strong relation between agreement and uncertainty and complexity 
lead us to the idea that complexity can provide not only better quantification 
but also better understanding of the difficulty of the underlying problems 
related to the measurement of agreement. The development of measures based 
in uncertainty instead of variance is an open area that we think that is important 
to explore as future work. 

While in simple problems with low uncertainty it is reasonable to use linear 
models and protocols to help guide clinical diagnosis and decisions, complex 
situations pose a higher level of uncertainty for clinical judgement, which 
frequently has to rely on intuition. In these scenarios the use of non-linear 
models and mining of patterns may be a helpful way to deal with higher levels 
of complexity and consequently reduce the observer disagreement frequently 
found in complex scenarios (Figure 9.1) (Wilson 2001). 
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