Abstract. This paper presents a volumetric approach for three-dimensional (3D) object reconstruction. Building 3D models of objects from 2D images is still a very difficult task. However, the built 3D models can have different applications in many areas, such as in industrial inspection, virtual reality, and medicine, among others. In our work, an uncalibrated turntable image sequence of the object to be reconstructed is acquired. Then, 3D reconstruction is performed using Generalized Voxel Coloring (GVC), a volumetric method based on photo-consistency criteria. Two experimental objects, with different topologies, were reconstructed. The robustness of the GVC method was verified by varying some parameters, like the number of images used and the influence of the objects’ silhouettes considered.

Keywords: 3D reconstruction, camera calibration, silhouettes, volumetric methods.

1 Introduction

Building three-dimensional (3D) models of objects has been a major research topic in Computer Vision, especially in the last decades. Mainly, the Computer Vision research community is concerned with the development of theories and methods for the automatic extraction of useful information from images. Thus, an effort has been made to build those 3D models directly from real-world scenes with high realism. The input images used in the reconstruction process can be acquired in many ways, such as from video recorders, single or multiple cameras or scanner devices. Since most Computer Vision algorithms require considerable computational resources, there is always a trade-off between hardware, software, price and speed.

1.1 Methods for 3D reconstruction

The methods comprised for 3D reconstruction of objects are usually classified into contact or non-contact methods, Fig. 1.
Contact-based methods can achieve high accuracy rates and are suitable for a wide range of applications. However, these methods involve mechanical movement from one measurement point to the next, across the entire object’s surface, and thus they collect a set of sparse data points. This process can leave some critical surface areas unverified. In addition, the procedure of object scanning might modify or even damage the object, due to contact pression, [9].

Nowadays, the generation of 3D models is mainly accomplished using non-contact optical methods, Fig. 3. Most common non-contact methods use image data, range sensors or a combination of both.

Range sensors collect distance measurements from a known reference coordinate system to the surface points on the object to be reconstructed. They have been very well-liked when highly detailed models are required. However, they are spatially limited, expensive and some systems of this class do not provide color information about the reconstructed object. Range-based technologies that employ laser scanning and structured light are the most widely used. Main contribution factors for the success of these range-based methods are their precision, simplicity of use and the
wide variety of software packages available to process and edit the acquired data, in order to build the 3D models and to determine characteristic measures from the latter.

Fig. 3. Some industrial non-contact devices used for the 3D objects reconstruction (obtained, from left to right, from [7], [1] and [5]).

Image-based methods are widely used, in particular in industrial applications, architectural objects or for precise terrain and city modeling. The required images can be acquired from video sequences or photo-cameras, which are acquisition systems currently very accessible and of low cost. However, these methods require that relevant features are available in the input images, which sometimes is not possible due to occlusions or lack of texture.

1.2 Volumetric methods

Recently, volumetric methods were developed, which are image-based 3D reconstruction approaches. Since volumetric (or voxel-based) methods work on the 3D objects’ space and do not require a matching process between the images used in the reconstruction process, they are most suitable for objects with smooth surfaces and also for objects which are capable to suffer from occlusion problems, [22].

The first volumetric methods proposed were called shape-from-silhouettes or shape-from-contours (e.g. [16], [8]), and were based on the visual-hull concept, [13]. They combine silhouette images with calibration information of the used cameras, to build a set of visual rays in the scene space for all silhouette points. These rays define visual cones where the object is guaranteed to be. The intersection of these visual cones is commonly referred to as visual hull, Fig. 4. The major drawback of silhouette-based methods is that they cannot deal with concavities on the object’s surface.

Fig. 4. Left to right: from the original object to its visual hull ([28]).

Recently, volumetric methods use color consistency to verify if a certain voxel belongs to the object’s surface, Fig. 5. Thus, they are not only able to build objects with complex geometry, but also generate color models without the need of an extra coloration step. Voxel Coloring ([20]) was the first method to use a color consistency
measure. Other well known methods are: *Space Carving* ([11]), *Generalized Voxel Coloring* ([23]) and *Roxels* ([3]). The accuracy of the 3D models, built using volumetric methods, depends on the number of images used, the positions of each associated viewpoint, the accuracy of the camera’s calibration procedure and the object’s shape complexity.

![Fig. 5. Color-consistency check ([12]): both projections of voxel A have the same color, so it is consistent; projections of voxel B have different colors, thus, it should not belong to the object’s surface model.](image)

### 2 Used Methodology

The next subsections will give some insights of each step considered in our methodology, Fig. 6.

![Fig. 6. Methodology used in this work to do 3D reconstruction of objects from images.](image)

#### 2.1 Image Acquisition

In our methodology, it is necessary to acquire two image sequences:
- the first is acquired by moving a planar chessboard calibration pattern freely in front of a static camera;
- the second image sequence is acquired with the same chessboard pattern and the object to be reconstructed on top of it, both placed on a simple turntable device; then, keeping the camera untouched, the turntable device is spinned until a full rotation is performed.
2.2 Camera Calibration

Camera calibration is the process of finding the transformation that maps the 3D world in the associated 2D image space. The calibration procedure implemented is based on Zhang’s camera calibration algorithm, [29]. Thus, intrinsic parameters (focal length and principal point) and distortion parameters (radial and tangential) are obtained from the first sequence. Then, using the second sequence, the extrinsic parameters (rotation and translation) are determined, for each image to be used in the reconstruction process.

2.3 Image Segmentation

Even when the scene background has low color variation, the photo-consistency criteria may not be sufficient for accurate 3D reconstructions, [19]. Moreover, since the used calibration pattern rotates along with the object to be reconstructed, it will not be considered has background and, consequently, will be reconstructed as if it was part of the object. To prevent this from happening, we need to perform segmentation between object and background on the second image sequence. This is done by first removing the red and green channels from the original RGB images and, finally, using image binarization through threshold value. The silhouette information obtained will allow all voxels, which do not reproject inside all silhouette images, to be removed from the reconstruction volume.

2.4 Volumetric Reconstruction

Using the second image sequence, the associated silhouette images and camera’s parameters, determined by the calibration procedure, the object’s model can be built using the GVC method, [14]. Briefly, this reconstruction process is initialized with a 3D bounding box of voxels containing in it the object to be reconstructed. For each voxel of that box, a pixel collection is built, containing all pixels that the referred voxel projects onto. The 3D shape of the desired object is then constructed by removing (carving) voxels that are not photo-consistent with its pixel collection color values. Moreover, a voxel is carved whenever it projects outside one of the silhouette images from which it is visible.

2.5 Model Smoothing

Finally, the volumetric model obtained is polygonized and smoothed using the Marching Cubes algorithm, [15]. Basically, this algorithm extracts a polygonal surface from the input volumetric data. Thus, for each voxel of the built 3D model, it determines the polygon(s) needed to represent the part of the isosurface that passes through the referred voxel. The individual polygons are then fused into the desired surface.
3 Experimental Results

Our methodology was tested using two real objects, with different topologies: a parallelepiped and a human hand model. As described in previous section 2.1, using a single off-the-shelf CCD camera, two image sequences were acquired for each object, Fig. 7 and Fig. 8.

**Fig. 7.** Above: three images of the sequence used to obtain the intrinsic camera parameters. Below: three images of the sequence used to obtain the extrinsic camera parameters and to reconstruct the parallelepiped object.

**Fig. 8:** Three images of the sequence used to obtain the extrinsic camera parameters and to reconstruct the human hand model object.

For both objects being considered, the accuracy of the camera calibration procedure was checked in two ways: first, by building a 3D graphical representation of the camera’s extrinsic parameters, Fig. 9; secondly, by measuring the reprojection error of the calibration pattern points into all images of the second image sequence, Table 1.

The effectiveness of our segmentation method enabled us to obtain good silhouette images for both objects, see Fig. 10.

With the second image sequences and respective silhouette images, combined with the camera’s calibration parameters, the models for both objects were successfully built, polygonized and smoothed, as shown in Fig. 11 and Fig. 12.

To test the robustness of the GVC method, we changed some of its parameters, like the number of images used and the quality of the silhouettes considered when building the 3D model. In Fig. 13 can be seen a viewpoint of the reconstructed model for both objects considered in this work, obtained without using silhouette images. In
this figure, can be noticed the simultaneous reconstruction of the object and the used calibration pattern. Also, it becomes clear the erroneous reconstruction of the parallelepiped, were its surface is not perfectly Lambertian, that is, were the pattern is reflected into the surface of the parallelepiped.

![Graphical representation of the camera’s extrinsic parameters](image1)

**Table 1.** Reprojection error of the pattern points into all images of the second image sequence.

<table>
<thead>
<tr>
<th>Object</th>
<th>Reprojection error (in pixels)</th>
<th>average</th>
<th>standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parallelepiped</td>
<td>x: 1.24e-04, y: -2.67e-05</td>
<td>0.545</td>
<td>0.594</td>
</tr>
<tr>
<td>Hand model</td>
<td>x: 7.31e-05, y: -2.61e-05</td>
<td>0.673</td>
<td>0.840</td>
</tr>
</tbody>
</table>

![Segmented image of the parallelepiped and hand model](image2)

The second test was to reduce the number of images used in the reconstruction process. Initially, 12 images were acquired for the second sequence of both objects. Keeping only one third of the original images (the $3^{rd}$, $6^{th}$, $9^{th}$ and $12^{th}$ image), both objects were reconstructed. With the parallelepiped object, no major differences were observed, when comparing to the previously reconstructed model, left on Fig. 14.
However, with the hand model object, the obtained 3D model was a lot more imprecise, right on Fig. 14.

Fig. 11. Two different viewpoints of the 3D model obtained for the parallelepiped object: left, original image; middle, voxelized 3D model; right, polygonized and smoothed 3D model.

Fig. 12. Two different viewpoints of the 3D model obtained for the hand model object: left, original image; middle, voxelized 3D model; right, polygonized and smoothed 3D model.

Fig. 13. One viewpoint of the voxelized 3D models obtained without using silhouettes: left, parallelepiped case; right, hand model case.
Our last experimental test was to modify the silhouette images, using the dilation and erosion morphological operators. With these altered silhouettes, we could analyze the influence of the image segmentation accuracy on the reconstruction results. On the dilation case, the reconstructed 3D model includes some of the calibration pattern, right on Fig. 15. Several characteristic measures are compared between the real parallelepiped object, the model built using the original silhouettes and both models built using the eroded and dilated silhouettes, Fig. 16. All built models have bigger height than the real parallelepiped object, Fig. 17, because the photo-consistent visual hull tends to be larger than the real objects, [21], Fig. 18.
4 Conclusions and Future Work

The final goal of this work was to test an image-based volumetric reconstruction method, denominated *Generalized Voxel Coloring*. Starting with two uncalibrated image sequences, the used CCD camera is calibrated, the obtained images are segmented, in order to obtain the object’s silhouette information, and a 3D volumetric model is built. From this model, a polygonized and smoothed surface can be extracted as well as some geometrical measures.

The models built using the GVC method were quite similar and closer to the real objects; this applies to shape and color. However, the quality of the obtained 3D reconstructions is highly dependent on the accuracy of the camera calibration procedure and on the quality of the objects segmentation in the used images. These dependencies limit the use of the GVC methodology in controlled environments,
because of the low texturized background restriction. Moreover, the complexity of the objects shape and the reflectance of their surface are aspects that must be considered for more accurate 3D reconstructions. In resume, we can conclude that in controlled environments the GVC methodology is capable to obtain adequate 3D static reconstructions of objects from images. In addition, its major contribution may be the fact that it is fully automatic and suitable for many real applications.

Our future work will pass through the implementation of auto-calibration methods (e.g. [25], [10], [2]) and through the 3D reconstruction of non-rigid objects (e.g. [26]). It was also observed that the GVC method is very computationally demanding and slow, which can be unsuitable in many applications. Thus, other future tasks may concern the implementation of a coarse-to-fine approach (e.g. using octrees), like the one proposed in [24] or [17], or the development of parallel implementations.
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