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Abstract. The asymptotic behavior of a nonlinear continuous time filtering problem is studied when the variance of the observation noise tends to 0. We suppose that the signal is a two-dimensional process from which only one of the components is noisy and that a one-dimensional function of this signal, depending only on the unnoisy component, is observed in a low noise channel. An approximate filter is considered in order to solve this problem. Under some detectability assumptions, we prove that the filtering error converges to 0, and an upper bound for the convergence rate is given. The efficiency of the approximate filter is compared with the efficiency of the optimal filter, and the order of magnitude of the error between the two filters, as the observation noise vanishes, is obtained.
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1. Introduction. Due to its vast application in engineering, the problem of filtering a random signal $X_t$ from noisy observations of a function $h(X_t)$ of this signal has been considered by several authors. In particular, the case of small observation noise has been widely studied, and several articles are devoted to the research of approximate filters which are asymptotically efficient when the observation noise vanishes. Among them, one notices a first group in which a one-dimensional system is observed through an injective observation function $h$ (see [4, 5, 7, 1]); in this case, the filtering error is small when the observation noise is small, and one can find efficient suboptimal finite-dimensional filters. The multidimensional case appears later with [8, 9], but an assumption of injectivity of $h$ is again required; in particular, the extended Kalman filter is studied in [9]. See also previous work by Krener [6] for systems with linear observations. When $h$ is not injective, the process $\{X_t\}$ cannot always be restored from the observation of $\{h(X_t)\}$, so the filtering error is not always small; such a case is studied in [3]. However, there are some classes of problems in which $\{X_t\}$ can be restored from $\{h(X_t)\}$; in these cases, the filtering error is small, and one again looks for efficient suboptimal filters. For instance, $\{X_t\}$ is sometimes obtained from $\{h(X_t)\}$ and its quadratic variation; see [2, 10, 11, 13]. Here, we are interested in another case in which $h(X_t)$ is differentiable with respect to the time $t$, and $\{X_t\}$ is obtained from $\{h(X_t)\}$ and its derivative. As opposed to [9], the existence of a Lipschitz inverse of $h$ is not assumed in this paper, as the dimension of the measurements that we consider is lower than that of the state. More precisely, we consider the framework of [12], which we now describe.

We consider the two-dimensional process $X_t = (x_t^{(1)}, x_t^{(2)})$ given by the Itô equa-
\[ \begin{aligned}
\frac{dx^{(1)}_t}{dt} &= f_1(x^{(1)}_t, x^{(2)}_t) dt, \\
\frac{dx^{(2)}_t}{dt} &= f_2(x^{(1)}_t, x^{(2)}_t) dt + \sigma(x^{(1)}_t, x^{(2)}_t) dw_t,
\end{aligned} \]

with initial condition \( X_0 = (x^{(1)}_0, x^{(2)}_0) \), and we are concerned by the problem of estimating the signal \( X_t \) when the observation process is modelled by the equation

\[ dy_t = h(x^{(1)}_t) dt + \varepsilon \dot{w}_t, \]

where \{\( w_t \)\} and \{\( \dot{w}_t \)\} are standard independent real-valued Wiener processes and \( \varepsilon \) is a small nonnegative parameter. In particular, if \( f_1(x_1, x_2) = x_2 \), then \( x^{(1)}_t \) is the position of some moving body on \( \mathbb{R} \), \( x^{(2)}_t \) is its speed, the body is submitted to a dynamical force described by \( f_2 \) and to a random force described by \( \sigma \), and one has a noisy observation of the position. This class of problems arises in practice in tracking RADAR applications, for instance, as well as in control and communications engineering. The use of the method of proof introduced in [7] and later extended to [9] in the class of systems (1.1)–(1.2) is not covered by previous work.

If \( \varepsilon = 0 \) and if the functions \( h \) and \( x_2 \mapsto f_1(x_1, x_2) \) are injective, then the signal \( X_t \) can (at least theoretically) be exactly restored from the observation; we are here interested by the asymptotic case \( \varepsilon \to 0 \), and we look for a good approximation of the optimal filter

\[ \hat{X}_t = (\hat{x}^{(1)}_t, \hat{x}^{(2)}_t) = E[X_t \mid y_s, 0 \leq s \leq t]. \]

This approximation should be finite-dimensional (a solution of a finite-dimensional equation driven by \( y_t \)).

The same problem has been dealt with in [12] (with \( \sigma \) constant) by means of a formal asymptotic expansion of the optimal filter in a stationary situation. Our aim is to work out a rigorous mathematical study of the filter proposed by [12], namely the solution \( M_t = (m^{(1)}_t, m^{(2)}_t) \) of

\[ dM_t = f(M_t) dt + R_t [dy_t - h(m^{(1)}_t) dt], \]

\[ R_t \overset{\text{def}}{=} \left[ \sqrt{\frac{2\sigma(M_t)F_{12}(M_t)}{h'(m^{(1)}_t) \varepsilon}} \right], \]

with \( F_{12} = \partial f_1 / \partial x_2 \) and with initial condition \( M_0 = E[X_0] \). This filter does in fact correspond to the extended Kalman filter with stationary gain if one neglects the contribution of the derivatives of \( f \) other than \( \partial f_1 / \partial x_2 \). The stability of this filter is not evident and requires some assumptions. When it is stable, we prove in this work that

\[ x^{(1)}_t - m^{(1)}_t = O(\varepsilon^{3/4}), \quad x^{(2)}_t - m^{(2)}_t = O(\varepsilon^{1/4}), \]

and

\[ \tilde{x}^{(1)}_t - m^{(1)}_t = O(\varepsilon), \quad \tilde{x}^{(2)}_t - m^{(2)}_t = O(\sqrt{\varepsilon}). \]
We also verify that (1.6) can be improved when \( \sigma \) is constant, \( h \) is linear, and \( f_1 \) is linear with respect to \( x_2 \). (This case will be referred to as the almost linear case.) The proofs follow the method of [9].

The contents are organized as follows. In section 2, we introduce the assumptions which will be needed in what follows, and we study the filtering error as \( \varepsilon \) converges to zero; more precisely, we obtain the rate (1.5). In section 3, the error between the approximate filter and the optimal filter is studied, and we prove (1.6). Section 4 is devoted to the almost linear case. Results of numerical simulations that illustrate the performance of this approach are included in section 5.

**Notation.** The following notation is used:

\[
\begin{align*}
 f &= \begin{bmatrix} f_1 \\ f_2 \end{bmatrix}, & \Sigma &= \begin{bmatrix} 0 \\ \sigma \end{bmatrix}, & H &= \begin{bmatrix} h' & 0 \end{bmatrix}; \\
 F &= \begin{bmatrix} F_{11} & F_{12} \\ F_{21} & F_{22} \end{bmatrix}, & \Sigma' &= \begin{bmatrix} 0 & \Sigma_{x_1} \\ \Sigma_{x_2} & 0 \end{bmatrix} \\
 \nabla \Phi &= \frac{\partial \Phi}{\partial X_0}
\end{align*}
\]

are the Jacobian matrices of \( f \) and \( \Sigma \); \( \nabla_0 \Phi = \frac{\partial \Phi}{\partial X_0} \) is either a \( 2 \times 2 \) matrix (if \( \Phi \) is \( \mathbb{R}^2 \)-valued) or a line-vector (if \( \Phi \) is real-valued); see section 3. The symbol \( * \) is used for the transposition of matrices.

When describing the behavior of approximate filters, we will write asymptotic expressions with the meaning given by the following definition.

**Definition 1.1.** Consider a real- or vector-valued stochastic process \( \{\xi_t\} \). If \( \beta \) is real and \( p \geq 1 \), we will write that

\[
\xi_t = \mathcal{O}(\varepsilon^\beta) \quad \text{in} \quad L^p
\]

when, for some \( q \geq 0 \), \( \alpha > 0 \), and some positive constants \( C_1, C_2, c_3 \),

\[
E[\|\xi_t\|^p]^{1/p} \leq C_1 \varepsilon^{-\alpha t/\varepsilon^\beta} + C_2 \varepsilon^\beta
\]

for \( t \geq 0 \) and \( \varepsilon \) small. In this situation, the process \( \{\xi_t\} \) is usually said to converge to zero with rate of order \( \varepsilon^\beta \), in a time scale of order \( \varepsilon^{-\alpha} \).

2. Estimation of \( X_t - M_t \). The following assumptions will be used throughout this article. The last one depends on a parameter \( \delta \geq 1 \).

(H1) \( X_0 \) is a random variable, the moments of which are finite.

(H2) \( \{w_t\} \) and \( \{\bar{w}_t\} \) are standard independent Wiener processes independent of \( X_0 \).

(H3) The function \( h \) is \( C^3 \) with bounded derivatives, and \( h' \) is positive.

(H4) The function \( f \) is \( C^3 \) with bounded partial derivatives, and \( F_{12} = \partial f_1 / \partial x_2 \) is positive.

(H5) The function \( \sigma \) is \( C^2 \) with bounded partial derivatives.

(H6.\( \delta \)) One has

\[
\frac{1}{\delta} \leq \sigma(x) \leq \delta, \quad \frac{1}{\delta} \leq h'(x_1) \leq \delta, \quad \frac{1}{\delta} \leq F_{12}(x) \leq \delta
\]

for any \( x = (x_1, x_2) \).

**Remark 2.1.** In order to reduce the notation in (H6.\( \delta \)), system (1.1)–(1.2) has been rescaled. Indeed, if we assume instead that one has

\[
\frac{1}{\delta} \leq \frac{\sigma(x)}{\sigma} \leq \delta, \quad \frac{1}{\delta} \leq \frac{h'(x_1)}{H} \leq \delta, \quad \frac{1}{\delta} \leq \frac{F_{12}(x)}{F} \leq \delta
\]
for any \( x = (x_1, x_2) \) and for some positive \( \bar{\sigma}, \bar{H}, \) and \( \bar{F} \) and if we replace the processes \( x^{(1)}_t, x^{(2)}_t, \) and \( y_t \) by \( x^{(1)}_t/(\bar{\sigma}\bar{F}), x^{(2)}_t/\bar{\sigma}, \) and \( y_t/(\bar{\sigma}\bar{F}\bar{H}) \), then the functions \( f_1, f_2, \sigma, \) and \( h \) are replaced, respectively, by

\[
\begin{align*}
&f_1(\bar{\sigma}\bar{F}x_1, \bar{\sigma}x_2) / (\bar{\sigma}\bar{F}), \quad f_2(\bar{\sigma}\bar{F}x_1, \bar{\sigma}x_2) / \bar{\sigma}, \\
&\sigma(\bar{\sigma}\bar{F}x_1, \bar{\sigma}x_2) / \bar{\sigma}, \quad h(\bar{\sigma}\bar{F}x) / (\bar{\sigma}\bar{F}\bar{H}),
\end{align*}
\]

and \( \varepsilon \) is replaced by \( \varepsilon/(\bar{\sigma}\bar{F}\bar{H}) \). We can apply the filter (1.3) to this new system, and we obtain \( m^{(1)}_t/(\bar{\sigma}\bar{F}) \) and \( m^{(2)}_t/\bar{\sigma} \). This shows that the problem can be reduced to the case \( \bar{\sigma} = \bar{F} = \bar{H} = 1 \).

Assumption (H6.δ) says that the system does not contain too much nonlinearity; when it is not satisfied, there may be a small positive probability for the filter to lose the signal (see [10] for a similar problem). This is a rather restrictive condition, so we discuss at the end of the section the general case in which it does not hold.

We consider the system (1)–(1.2) and the filter (1.3). We let \( \mathcal{F}_t \) be the filtration generated by \( (X_0, w_t, \bar{w}_t) \) and \( \mathcal{Y}_t \) the filtration generated by \( (y_t) \).

**Theorem 2.1.** Assume (H1)–(H5). For \( 1 < \delta < 2^{1/5} \), if (H6.δ) holds, then one has

\[
x^{(1)}_t - m^{(1)}_t = O(\varepsilon^{3/4}), \quad x^{(2)}_t - m^{(2)}_t = O(\varepsilon^{1/4})
\]

in \( L^p \) for any \( p \geq 1 \).

Consider a change of basis defined by a matrix \( T \) and its inverse \( T^{-1} \), where

\[
T \triangleq \begin{bmatrix}
\sqrt{2/\varepsilon} & 0 \\
-1 & 1
\end{bmatrix}, \quad T^{-1} = \begin{bmatrix}
\sqrt{\varepsilon/2} & \sqrt{\varepsilon/2} \\
0 & 1
\end{bmatrix}.
\]

Then consider the process

\[
Z_t \triangleq T(X_t - M_t).
\]

We are going to check that \( Z_t \) is the solution of a linear stochastic differential equation; the study of the exponential stability of this equation will enable the estimation of both components of \( Z_t \), and the theorem will immediately follow.

An equation for \( Z_t \). From (1.1)–(1.3), we have

\[
d(X_t - M_t) = (f(X_t) - f(M_t))dt - R_t(h(x^{(1)}_t) - h(m^{(1)}_t))dt
\]

\[
+ \begin{bmatrix}
0 & -\sqrt{2\varepsilon \sigma(M_t) F_1(M_t)} \\
\sigma(X_t) & -\sigma(M_t)
\end{bmatrix}
\begin{bmatrix}
d\bar{w}_t \\
d\bar{\bar{w}}_t
\end{bmatrix}.
\]

In this equation, we introduce the Taylor expansions for the functions \( f \) and \( h \),

\[
f(x_t) - f(M_t) = F(\xi_t, \mu_t)(X_t - M_t)
\]

and

\[
h(x^{(1)}_t) - h(m^{(1)}_t) = h'(\eta_t)(x^{(1)}_t - m^{(1)}_t),
\]
where \(\{\xi_t\}, \{\mu_t\}, \) and \(\{\eta_t\}\) are \(\mathbb{R}^2\)- and \(\mathbb{R}\)-valued processes depending on \(\{X_t\}\) and \(\{M_t\}\), and

\[
F(\xi_t, \mu_t) \overset{\text{def}}{=} \begin{bmatrix}
F_{11}(\xi_t) & F_{12}(\xi_t) \\
F_{21}(\mu_t) & F_{22}(\mu_t)
\end{bmatrix}.
\]

We obtain a linear equation for \(X_t - M_t\). By applying the transformation (2.1), we deduce for \(Z_t\) an equation of the type

\[
dZ_t = A_t Z_t \, dt + U_t \begin{bmatrix}
dw_t \\
d\bar{w}_t
\end{bmatrix}.
\]

The precise computation shows that

\[
A_t = T(F(\xi_t, \mu_t) - R_t H(\eta_t))T^{-1} = \frac{\tilde{A}_t}{\sqrt{2\varepsilon}} + \bar{A}_t,
\]

with

\[
\tilde{A}_t^{(11)} = -2h'(\eta_t)\sqrt{\frac{F_{12}(M_t)\sigma(M_t)}{h'(m_t^{(1)})}} + h'(\eta_t)\sigma(M_t), \quad \tilde{A}_t^{(12)} = \tilde{A}_t^{(11)} + 2F_{12}(\xi_t),
\]

\[
\tilde{A}_t^{(21)} = \tilde{A}_t^{(22)} = -h'(\eta_t)\sigma(M_t),
\]

and where \(\tilde{A}_t\) is a \(2 \times 2\) matrix-valued process which is uniformly bounded and \(\varepsilon\) converges to 0; similarly, the matrix-valued process \(U_t\) is also uniformly bounded.

**Stability of \(A_t\).** If \(\delta = 1\), then \(h' = F_{12} = \sigma = 1\), so \(\bar{A}_t\) is the constant matrix

\[
\bar{A}_t = \begin{bmatrix}
-1 & 1 \\
-1 & -1
\end{bmatrix},
\]

and

\[
\bar{A}_t + \bar{A}_t^* = -2I.
\]

In the general case \(\delta > 1\), the coefficients of \(\bar{A}_t + \bar{A}_t^*\) can be controlled so that this matrix is uniformly close to \(-2I\) if \(\delta\) is close to 1; in particular, for \(1 < \delta < 2^{1/5}\), there exists \(0 < \alpha < \alpha' < \sqrt{2}\) such that

\[
\bar{A}_t + \bar{A}_t^* \leq -\alpha'\sqrt{2} I
\]

and, therefore,

\[
A_t + A_t^* \leq -\frac{\alpha}{\sqrt{\varepsilon}} I
\]

if \(\varepsilon\) is small.

*End of the proof of Theorem 2.1.* Our goal is now to deduce an estimate of \(Z_t\) in \(L^{2p}\) for the \(p\) integer. From Itô’s formula and (2.2), the process \(\|Z_t\|^2 = Z_t^* Z_t\) is the solution of

\[
d\|Z_t\|^2 = Z_t^* (A_t + A_t^*) Z_t \, dt + \text{trace}(U_t^* U_t) \, dt + 2 Z_t^* U_t \begin{bmatrix}
dw_t \\
d\bar{w}_t
\end{bmatrix}.
\]
We deduce that the moment of order $p$ of $\|Z_t\|^2$ is finite and that
\[
\frac{d}{dt} E[\|Z_t\|^{2p}] = p E[\|Z_t\|^{2p-2} Z_t^*(A_t + A_t^*) Z_t] + p E[\|Z_t\|^{2p-2} \text{trace}(U_t^* U_t)] \\
+ 2p(p - 1) E[\|Z_t\|^{2p-4} \|U_t^* Z_t\|^2].
\]
From (2.3), one has
\[
Z_t^*(A_t + A_t^*) Z_t \leq -\frac{\alpha}{\sqrt{\varepsilon}} \|Z_t\|^2.
\]
As a consequence of the Cauchy–Schwarz inequality, one has
\[
\|U_t^* Z_t\|^2 \leq \text{trace}(U_t^* U_t) \|Z_t\|^2.
\]
Thus we obtain the inequality
\[
\frac{d}{dt} E[\|Z_t\|^{2p}] \leq -p \frac{\alpha}{\sqrt{\varepsilon}} E[\|Z_t\|^{2p}] + p(2p - 1) E[\|Z_t\|^{2p-2} \text{trace}(U_t^* U_t)]
\]
\[
\leq -p \frac{\alpha}{\sqrt{\varepsilon}} E[\|Z_t\|^{2p}] + C_p E[\|Z_t\|^{2p-2}].
\]
Moreover, there exists $C'_p$ such that
\[
C_p \|Z_t\|^{2p-2} \leq p \frac{\alpha}{2\sqrt{\varepsilon}} \|Z_t\|^{2p} + C'_p e^{(p-1)/2},
\]
and so
\[
\frac{d}{dt} E[\|Z_t\|^{2p}] \leq -\frac{\alpha}{2\sqrt{\varepsilon}} p E[\|Z_t\|^{2p}] + C''_p e^{(p-1)/2}.
\]
By solving this differential inequality, one obtains that, for some $C''_p > 0$,
\[
E[\|Z_t\|^{2p}] \leq C''_p e^{p/2} + C''_p E[\|Z_0\|^{2p}] e^{-\alpha p t/(2\sqrt{\varepsilon})}.
\]
Thus $Z_t$ is $O(e^{1/4})$, and the order of magnitude of the components of $X_t - M_t$ follows from (2.1) and the form of $T^{-1}$. \qed

We remark in (2.4) that the time scale of the estimation is of order $\sqrt{\varepsilon}$; one can compare it with the time scale $\varepsilon$ obtained when the observation function is injective (see, for instance, [7]). This means that here it takes more time to estimate the signal, and this is not surprising since the second component of the signal is not well observed. There are also other systems where the time scale is not the same for the different components of the signal (see [10]).

In Theorem 2.1, we need the assumption (H6.6), which is a restriction to the nonlinearity of the system; otherwise, it is difficult to ensure that the filter does not lose the signal. (This problem also occurs in [10].) Actually, we have chosen the filter (1.3) because it gives a good approximation of $\hat{X}_t$ (see the next section), but it is not the most stable one. If in (1.4) we replace the processes $\sigma(M_t)$, $F_{12}(M_t)$, and $h'(m_t^{(1)})$ by constant numbers $\bar{\sigma}$, $\bar{F}$, and $\bar{H}$, then we obtain a filter with constant gain; we can again work out the previous estimations and prove that the result of Theorem 2.1 holds for this filter without (H6.6) as soon as
\[
\max F_{12} < 2 \min h'.
\]
Thus we have two filters—a filter which is stable and tracks the signal under rather weak assumptions and the filter (1.3) which seems more fragile but gives (under good stability assumptions) a better approximation of the optimal filter.
3. Estimation of $\hat{X}_t - M_t$. The main result contained in this section is Theorem 3.1, which states the rate of convergence of the approximate filter considered in this paper toward the optimal filter. In order to give a proof of this theorem, a sequence of steps is needed: a change of probability measure, the differentiation with respect to the initial condition, and an integration by parts formula. A similar method of proof is adopted in [9]. As in Theorem 2.1, we may have a problem of stability in the general nonlinear case.

**Theorem 3.1.** Consider a finite time interval $[0, \tau]$. Assume (H1)--(H6,δ) and the following:

(H7) The law of $X_0$ has a $C^1$ positive density $p_0$ with respect to the Lebesgue measure and $\nabla p_0(X_0)/p_0(X_0)$ is in $L^2$.

If $\delta$ in (H6,δ) is close enough to 1, in the sense that $1 < \delta < 2^{2/9}$, then the filter $M_t$ given by (1.3) satisfies

$$\hat{x}_t^{(1)} - m_t^{(1)} = O(\varepsilon), \quad \hat{x}_t^{(2)} - m_t^{(2)} = O(\sqrt{\varepsilon})$$

in $L^2$.

The rest of this section is devoted to the proof of this theorem.

Consider the matrix

$$P_t \equiv \begin{bmatrix}
\frac{1}{h'(m_t^{(1)})} \sqrt{\frac{2\sigma(M_t)F_{12}(M_t)}{h'(m_t^{(1)})}} & \frac{\sigma(M_t)}{h'(m_t^{(1)})} \\
\frac{\sigma(M_t)}{h'(m_t^{(1)})} & \frac{\tau}{\sigma(M_t)} \sqrt{\frac{2\sigma(M_t)F_{12}(M_t)}{h'(m_t^{(1)})}} \varepsilon^{1/2}
\end{bmatrix},$$

which depends only on $M_t$. Notice that $P_t$ is the solution of the stationary Riccati equation

(3.1) \quad -\frac{1}{\varepsilon^2}P_t H^*(M_t)H(M_t)P_t + \tilde{F}(M_t)P_t + P_t \tilde{F}^*(M_t) + \Sigma(M_t)\Sigma^*(M_t) = 0

with

$$\tilde{F}(M_t) = \begin{bmatrix} 0 & F_{12}(M_t) \\ 0 & 0 \end{bmatrix}$$

and that the process $R_t$ of (1.4) is

(3.2) \quad R_t = \frac{P_t}{\varepsilon^2} H^*(M_t).

We will also need the inverse of $P_t$, namely,

$$P_t^{-1} = \begin{bmatrix}
\frac{h'(m_t^{(1)})}{\sigma(M_t)} \sqrt{\frac{2h'(m_t^{(1)})}{\sigma(M_t)F_{12}(M_t)}} \varepsilon^{-3/2} & \frac{h'(m_t^{(1)})}{\sigma(M_t)} \varepsilon^{-1} \\
-\frac{h'(m_t^{(1)})}{\sigma(M_t)} \varepsilon^{-1} & \frac{1}{\sigma(M_t)} \sqrt{\frac{2h'(m_t^{(1)})F_{12}(M_t)}{\sigma(M_t)}} \varepsilon^{-1/2}
\end{bmatrix}.$$
make a change of variables; in view of the Girsanov theorem, this can be viewed as a change of probability measure; however, all the estimations will be made under the original probability \(P\). Thus consider the new probability measure which is given on \(\mathcal{F}_t\) by

\[
\left. \frac{d\hat{P}}{dP} \right|_{\mathcal{F}_t} = L_t^{-1},
\]

where

\[
L_t^{-1} = \exp \left\{ -\frac{1}{\varepsilon} \int_0^t h(x_s^{(1)}) \, d\bar{w}_s - \frac{1}{2\varepsilon^2} \int_0^t h^2(x_s^{(1)}) \, ds \right\}.
\]

The probability \(\hat{P}\) is the so-called reference probability, and one checks easily from the Girsanov theorem that \(y_t/\varepsilon\) and \(w_t\) are standard independent Wiener processes under \(\hat{P}\). Let us define now the probability measure \(\tilde{P}\) on \(\mathcal{F}_t\) by

\[
\left. \frac{d\tilde{P}}{d\hat{P}} \right|_{\mathcal{F}_t} = \Lambda_t^{-1},
\]

where

\[
\Lambda_t^{-1} = \exp \left\{ \int_0^t \Sigma^*(M_s)P_s^{-1}(X_s - M_s) \, dw_s - \frac{1}{2} \int_0^t (\Sigma^*(M_s)P_s^{-1}(X_s - M_s))^2 \, ds \right\}.
\]

Then the processes

\[
\tilde{w}_t = w_t - \int_0^t \Sigma^*(M_s)P_s^{-1}(X_s - M_s) \, ds
\]

and \(y_t/\varepsilon\) are standard independent Wiener processes under \(\tilde{P}\). On the other hand, one has

\[
\begin{align*}
(3.3) \quad dX_t &= f(X_t) \, dt + \Sigma(X_t)\Sigma^*(M_t)P_t^{-1}(X_t - M_t) \, dt + \Sigma(X_t) \, d\tilde{w}_t \\
(3.4) \quad \log(L_t\Lambda_t) &= \frac{1}{\varepsilon^2} \int_0^t h(x_s^{(1)}) \, dy_s - \frac{1}{2\varepsilon^2} \int_0^t h^2(x_s^{(1)}) \, ds - \int_0^t \Sigma^*(M_s)P_s^{-1}(X_s - M_s) \, d\bar{w}_s \\
&\quad - \frac{1}{2} \int_0^t (\Sigma^*(M_s)P_s^{-1}(X_s - M_s))^2 \, ds.
\end{align*}
\]

**Differentiation with respect to the initial condition and an estimation.** The random variables involved in our computation can now be viewed as functions of \(X_0\), \(\{\tilde{w}_t\}\), and \(\{y_t\}\); let us denote by \(\nabla_0\) the differentiation with respect to the initial condition \(X_0\) (computed in \(L^p\)). In particular, we can see on (3.3) and (3.4) that the processes \(X_t\) and \(\log(L_t\Lambda_t)\) are differentiable, and we obtain matrix- and vector-valued processes, respectively. Our aim is to estimate the process

\[
(3.5) \quad V_t \overset{\text{def}}{=} (\nabla_0\log(L_t\Lambda_t)(\nabla_0X_t)^{-1} + (X_t - M_t)^*P_t^{-1})U
\]
with

\[
U \overset{\text{def}}{=} \begin{bmatrix} 1 & 1 \\ 0 & \sqrt{2/\varepsilon} \end{bmatrix}, \quad U^{-1} = \begin{bmatrix} 1 & -\sqrt{\varepsilon/2} \\ 0 & \sqrt{\varepsilon/2} \end{bmatrix}.
\]

Then an integration by parts will enable us to conclude.

By applying the operator \(\nabla_0\) to (3.4), one gets

\[
\begin{align*}
\nabla_0 \log(\mathcal{L}_t \Lambda_t) &= \frac{1}{\varepsilon^2} \int_0^t h'(x_s^{(1)}) \nabla_0 x_s^{(1)} (dy_s - h(x_s^{(1)}) ds) \\
&\quad - \int_0^t \Sigma^*(M_t) P_s^{-1} \nabla_0 X_s (d\bar{w}_s + \Sigma^*(M_t) P_s^{-1} (X_s - M_s) ds) \\
&= \frac{1}{\varepsilon} \int_0^t h'(x_s^{(1)}) \nabla_0 x_s^{(1)} d\bar{w}_s - \int_0^t \Sigma^*(M_t) P_s^{-1} \nabla_0 X_s d\bar{w}_s.
\end{align*}
\]

We can also differentiate (3.3), and, if \(\Sigma'\) is the Jacobian matrix of \(\Sigma\), we obtain

\[
d(\nabla_0 X_t) = [F(X_t) + \Sigma(X_t) \Sigma^*(M_t) P_t^{-1}] \nabla_0 X_t \, dt + \Sigma'(X_t) \nabla_0 X_t \, d\bar{w}_t.
\]

The matrix \(\nabla_0 X_t\) is invertible, and Itô’s calculus shows that

\[
d(\nabla_0 X_t)^{-1} = -(\nabla_0 X_t)^{-1} [F(X_t) + \Sigma(X_t) \Sigma^*(M_t) P_t^{-1} - \Sigma'\sigma^2(X_t)] dt \\
= -(\nabla_0 X_t)^{-1} \Sigma'(X_t) \, d\bar{w}_t.
\]

From this equation and (3.6), one can write that

\[
d \left( \nabla_0 \log(\mathcal{L}_t \Lambda_t)(\nabla_0 X_t)^{-1} \right) = \frac{1}{\varepsilon} H(X_t) \, d\bar{w}_t - \Sigma^*(M_t) P_t^{-1} \, d\bar{w}_t \\
- \nabla_0 \log(\mathcal{L}_t \Lambda_t)(\nabla_0 X_t)^{-1} \Sigma'(X_t) \, d\bar{w}_t \\
- \nabla_0 \log(\mathcal{L}_t \Lambda_t)(\nabla_0 X_t)^{-1} \left. \begin{array}{c}
\Sigma'(M_t) P_t^{-1} \Sigma'(X_t) dt \\
+ \Sigma^*(M_t) P_t^{-1} \Sigma'(X_t) dt
\end{array} \right.
\]

since one has \(h'(x_1^{(1)}) \nabla_0 x_1^{(1)} (\nabla_0 X_1)^{-1} = H(X_1)\).

On the other hand, from the equations of \(X_t\) and \(M_t\) ((1.1) and (1.3), respectively), one has

\[
d(X_t - M_t) = [f(X_t) - f(M_t)] dt - R_t [h(x_1^{(1)}) - h(m_1^{(1)})] dt - R_t \varepsilon \, d\bar{w}_t + \Sigma(X_t) d\bar{w}_t.
\]

By writing the differential of \(P_t^{-1}\) in the form

\[
d P_t^{-1} = J_t^{(1)} dt + J_t^{(2)} d\bar{w}_t,
\]

we obtain

\[
d \left( (X_t - M_t)^* P_t^{-1} \right) = [f^*(X_t) - f^*(M_t) - R_t^* [h(x_1^{(1)}) - h(m_1^{(1)})]] P_t^{-1} dt \\
+ \Sigma^*(X_t) P_t^{-1} d\bar{w}_t - \varepsilon R_t^* P_t^{-1} d\bar{w}_t \\
+ (X_t - M_t)^* [J_t^{(1)} dt + J_t^{(2)} d\bar{w}_t] - \varepsilon R_t^* J_t^{(2)} dt.
\]

\[
\text{(3.9)}
\]
One can write the Taylor expansions for \( f \) and \( h \),

\[
\begin{align*}
f(X_t) - f(M_t) &= F(M_t)(X_t - M_t) + \phi_t, \\
h(x_t^{(1)}) - h(m_t^{(1)}) &= H(M_t)(X_t - M_t) + \gamma_t,
\end{align*}
\]

with

\[
\|\phi_t\| \leq C\|X_t - M_t\|^2, \quad |\gamma_t| \leq C|x_t^{(1)} - m_t^{(1)}|^2.
\]

By using these expansions together with the consequence of (3.2),

\[
H^*(M_t)R_t^sP_t^{-1} = \frac{1}{\varepsilon^2}H^*(M_t)H(M_t),
\]

in (3.9), we obtain

\[
d((X_t - M_t)^*P_t^{-1}) = (X_t - M_t)^* \left( F^*(M_t)P_t^{-1} - \frac{1}{\varepsilon^2}H^*(M_t)H(M_t) \right) dt + \Sigma^*(x_t)P_t^{-1}dw_t - \varepsilon R_t^sP_t^{-1}d\bar{w}_t + \left( X_t - M_t \right)^*[J_t^{(1)} dt + J_t^{(2)} d\bar{w}_t] - \varepsilon R_t^sJ_t^{(2)} dt + (\phi_t^* - \gamma_t R_t^s)P_t^{-1} dt.
\]

By adding this equation to (3.8), we obtain that the process \( V_t \) of (3.5) satisfies

\[
d(V_tU^{-1}) = -V_tU^{-1}[F(X_t) + \Sigma(X_t)\Sigma^*(M_t)P_t^{-1} - \Sigma^2(X_t)]dt - V_tU^{-1} \Sigma'(X_t)dw_t + \frac{1}{\varepsilon}H(X_t)dw_t - \Sigma^*(M_t)P_t^{-1}dw_t + \Sigma^*(M_t)P_t^{-1}\Sigma'(X_t)dt + (X_t - M_t)^*[J_t^{(1)} dt + J_t^{(2)} d\bar{w}_t] - \varepsilon R_t^sJ_t^{(2)} dt + (\phi_t^* - \gamma_t R_t^s)P_t^{-1} dt,
\]

where \( S_t \) is the matrix given by

\[
S_t \overset{\text{def}}{=} -\frac{1}{\varepsilon^2}H^*(M_t)H(M_t) + F^*(M_t)P_t^{-1} + P_t^{-1}F(X_t) + P_t^{-1}\Sigma(X_t)\Sigma^*(M_t)P_t^{-1} - P_t^{-1}\Sigma^2(X_t).
\]

Consider also the matrix-valued process

\[
A_t \overset{\text{def}}{=} -U^{-1}[F(X_t) + \Sigma(X_t)\Sigma^*(M_t)P_t^{-1} - \Sigma^2(X_t)]U.
\]

Then (3.10) can be written in the form

\[
dV_t = V_tA_t dt - V_tU^{-1}\Sigma'(X_t)Udw_t + J_t^{(3)} dt + J_t^{(4)} d\bar{w}_t + J_t^{(5)} d\bar{w}_t,
\]

\[
V_0 = (X_0 - M_0)^*P_0^{-1}U,
\]

where

\[
J_t^{(3)} = \Sigma^*(M_t)P_t^{-1}\Sigma'(X_t)U + (X_t - M_t)^*S_t U + (X_t - M_t)^*J_t^{(1)}U - \varepsilon R_t^sJ_t^{(2)}U + (\phi_t^* - \gamma_t R_t^s)P_t^{-1}U,
\]

\[
J_t^{(4)} = -P_t^{-1}\Sigma(X_t) - \Sigma^*(M_t)P_t^{-1}U + (X_t - M_t)^*P_t^{-1}\Sigma'(X_t)U,
\]

\[
J_t^{(5)} = \frac{1}{\varepsilon}H(X_t)U - \varepsilon R_t^sP_t^{-1}U + (X_t - M_t)^*J_t^{(2)}U + 1/\varepsilon(H(X_t) - H(M_t))U + (X_t - M_t)^*J_t^{(2)}U.
\]
(apply (3.2) for the last line). We deduce that \( E[||V_0||^2] \) is of order \( \varepsilon^{-3} \) and that

\[
\frac{d}{dt} E[||V_t||^2] = E[V_t(A_t + A_t^*)V_t^*] + 2E[J_t^{(3)}V_t^*] + E[||V_tU^{-1}\Sigma(X_t)U + J_t^{(4)}||^2] + E[||J_t^{(5)}||^2].
\]

We have to estimate the terms of the right-hand side.

By computing the matrix \( A_t \), we obtain that

\[
A_t = \frac{\bar{A}_t}{\sqrt{2\varepsilon}} + \bar{A}_t
\]

with

\[
\bar{A}_t^{(11)} = -\bar{A}_t^{(21)} = -h'(m_t^{(1)})\sigma(X_t),
\]

\[
\bar{A}_t^{(12)} = -2F_{12}(X_t) - h'(m_t^{(1)})\sigma(X_t) + 2\sigma(X_t)\sqrt{\frac{h'(m_t^{(1)})F_{12}(M_t)}{\sigma(M_t)}},
\]

\[
\bar{A}_t^{(22)} = h'(m_t^{(1)})\sigma(X_t) - 2\sigma(X_t)\sqrt{\frac{h'(m_t^{(1)})F_{12}(M_t)}{\sigma(M_t)}},
\]

and \( \bar{A}_t \) is uniformly bounded. As in the proof of Theorem 2.1, we see that, if \( \delta = 1 \), then the matrix \( A_t \) is simply

\[
\bar{A}_t = \begin{bmatrix} -1 & -1 \\ 1 & -1 \end{bmatrix},
\]

which satisfies

\[
\bar{A}_t + \bar{A}_t^* = -2I.
\]

Thus, for \( 0 < \alpha < \sqrt{2} \), when \( \delta \) is close enough to 1, that is, \( 1 < \delta < 2^{2/9} \), and when \( \varepsilon \) is small enough, we have

\[
A_t + A_t^* \leq -\frac{\alpha}{\sqrt{\varepsilon}} I.
\]

We also notice that

\[
2J_t^{(3)}V_t^* \leq \frac{\alpha}{3\sqrt{\varepsilon}} ||V_t||^2 + C\sqrt{\varepsilon}||J_t^{(3)}||^2
\]

and that

\[
||V_tU^{-1}\Sigma'(X_t)U + J_t^{(4)}||^2 \leq C||V_t||^2 + 2||J_t^{(4)}||^2
\]

because \( U^{-1}\Sigma'(X_t)U \) is bounded. Thus (3.14) implies that, for small \( \varepsilon \),

\[
\frac{d}{dt} E[||V_t||^2] \leq -\frac{\alpha}{3\sqrt{\varepsilon}} E[||V_t||^2] + C\sqrt{\varepsilon} E[||J_t^{(3)}||^2] + 2E[||J_t^{(4)}||^2] + E[||J_t^{(5)}||^2].
\]
Let us first estimate $J_t^{(3)}$. We deduce from the Riccati equation (3.1) satisfied by $P_t$ that the process $S_t$ defined in (3.11) satisfies
\[
S_t = (F^*(M_t) - \tilde{F}^*(M_t))P_t^{-1} + P_t^{-1}(F(X_t) - \tilde{F}(M_t)) + P_t^{-1}(\Sigma(X_t) - \Sigma(M_t))\Sigma^*(M_t)P_t^{-1} - P_t^{-1}\Sigma^2(X_t).
\]
By computing this matrix and applying Theorem 2.1, we check that
\[
S_t = \begin{bmatrix} O(\varepsilon^{-7/4}) & O(\varepsilon^{-5/4}) \\ O(\varepsilon^{-5/4}) & O(\varepsilon^{-3/4}) \end{bmatrix}
\]
in the spaces $L^p$. Thus
\[
(X_t - M_t)^*S_tU = O(\varepsilon^{-1}).
\]
The term $\Sigma^*(M_t)P_t^{-1}\Sigma'(X_t)U$ is easily shown to have the same order of magnitude. On the other hand, by looking at the equation of $M_t$ and by applying Itô’s formula, we can prove that, for any $C^2$ function $\rho$ with bounded derivatives, one has
\[
d\rho(M_t) = O(\varepsilon^{-1/4})dt + O(1)d\bar{w}_t.
\]
By applying this result to the functions involved in $P_t^{-1}$, it appears that
\[
J_t^{(1)} = \begin{bmatrix} O(\varepsilon^{-7/4}) & O(\varepsilon^{-5/4}) \\ O(\varepsilon^{-5/4}) & O(\varepsilon^{-3/4}) \end{bmatrix}, \quad J_t^{(2)} = \begin{bmatrix} O(\varepsilon^{-3/2}) & O(\varepsilon^{-1}) \\ O(\varepsilon^{-1}) & O(\varepsilon^{-1/2}) \end{bmatrix}.
\]
We deduce that the terms of $J_t^{(3)}$ involving $J_t^{(1)}$ and $J_t^{(2)}$ are also of order $\varepsilon^{-1}$. Finally, $\phi_t$ and $\gamma_t$ are, respectively, of order $\varepsilon^{1/2}$ and $\varepsilon^{3/2}$, and so the last term is of order $\varepsilon^{-1}$, and we deduce that
\[
J_t^{(3)} = O(\varepsilon^{-1}).
\]
We can also estimate $J_t^{(4)}$ and $J_t^{(5)}$ and check that they are of order $\varepsilon^{-3/4}$. Thus (3.16) enables us to conclude that
\[
V_t = O(1/\sqrt{\varepsilon})
\]
in $L^2$. We can take the conditional expectation with respect to $\mathcal{Y}_t$ in this estimation because the conditional expectation is a contraction in $L^2$; thus $E[V_t | \mathcal{Y}_t]$ is $O(1/\sqrt{\varepsilon})$ in $L^2$, and, therefore, we obtain from the definition (3.5) that
\[
(\bar{X}_t - M_t)^*P_t^{-1}U = -E[\nabla_0 \log(L_t\Lambda_t) (\nabla_0 X_t)^{-1}U | \mathcal{Y}_t] + O(1/\sqrt{\varepsilon}).
\]

Application of an integration by parts formula. The estimation of the right-hand side of (3.17) can be completed by means of an integration by parts formula. It is proved in Lemma 3.4.2 of [9] that, if $G = G(X_0, \tilde{w}, y)$ is a functional defined on the probability space which is differentiable with respect to the initial condition (in the spaces $L^p$) and if $\nabla^i_0$ is the differentiation with respect to the $i$th component of $X_0$, then
\[
E[G \nabla^i_0 \log(L_t\Lambda_t) + G(p_0^{-1} \partial p_0 / \partial x_i)(X_0) + \nabla^i_0 G | \mathcal{Y}_t] = 0.
\]
We can write (3.7) in the form

\[
d((\nabla_0 X_t)^{-1}) = -(\nabla_0 X_t)^{-1}(F(X_t) + \Sigma(X_t)\Sigma^*(M_t)P_t^{-1} - \Sigma'^2(X_t) - \Sigma'(X_t)\Sigma^*(M_t)P_t^{-1}(X_t - M_t))\,dt
\]

(3.19)

with \((\nabla_0 X_0)^{-1} = I\). This equation can be differentiated with respect to \(X_0\), and so we can apply the integration by parts formula (3.18) to the coefficients of the matrix \((\nabla_0 X_t)^{-1}\). Denote by \((\nabla_0 X_t)^{-1}\) its \(i\)th line. Then

\[
E[(\nabla_0 X_t)^{-1}_i \nabla_0^i \log(L_t A_t) + (\nabla_0 X_t)^{-1}_i (p_0^{-1} \partial p_0/\partial x_i)(X_0) + \nabla_0^i(\nabla_0 X_t)^{-1}_i |Y_t] = 0.
\]

By summing on \(i\) and multiplying by \(U\), we have

\[
E \left[ \nabla_0 \log(L_t A_t)(\nabla_0 X_t)^{-1}U + (p_0^{-1} p'_0)(X_0)(\nabla_0 X_t)^{-1}U + \sum_i \nabla_0^i(\nabla_0 X_t)^{-1}_i U \right] = 0.
\]

(3.20)

The first term of (3.20) is exactly the term that we want to estimate in (3.17).

For the second term of (3.20), if

\[
\Psi_t \overset{\text{def}}{=} (p_0^{-1} p'_0)(X_0)(\nabla_0 X_t)^{-1}U,
\]

we have from (3.7) and (3.12) that

\[
\Psi_0 = (p_0^{-1} p'_0)(X_0)U, \quad d\Psi_t = \Psi_t A_t\,dt - \Psi_t U^{-1}\Sigma'(X_t)U\,dw_t.
\]

We proceed as in the study of (3.13). The stability of the matrix \(A_t\), which has been obtained in (3.15), and the boundedness of \(U^{-1}\Sigma'(X_t)U\) imply that \((\nabla_0 X_t)^{-1}\) is exponentially small in \(L^2\), and so the second term is negligible.

Let us study the third term of (3.20). If

\[
\Phi_t = \nabla_0^i(\nabla_0 X_t)^{-1}_i U,
\]

then by differentiating (3.19) and transforming \(\tilde{w}\) back into \(w\), we get

\[
d\Phi_t = \Phi_t A_t\,dt - \Phi_t U^{-1}\Sigma'(X_t)U\,dw_t - (\nabla_0 X_t)^{-1} \nabla_0^i \rho(X_t, M_t)U\,dt
\]

\[
-\Sigma^*(M_t)P_t^{-1}\nabla_0^i X_t (\nabla_0 X_t)^{-1} \Sigma'(X_t)U\,dt - (\nabla_0 X_t)^{-1} \nabla_0^i (\Sigma'(X_t))U\,dw_t
\]

with

\[
\rho(X_t, M_t) \overset{\text{def}}{=} F(X_t) + \Sigma(X_t)\Sigma^*(M_t)P_t^{-1} - \Sigma'^2(X_t).
\]

By summing on \(i\) and using

\[
\sum_i (\nabla_0 X_t)^{-1}_i \nabla_0^i \rho(X_t, M_t) = \sum_{i,j} \nabla_0^i X_t (\nabla_0 X_t)^{-1}_i \frac{\partial \rho}{\partial x_j}(X_t, M_t) = \sum_j \frac{\partial \rho}{\partial x_j}(X_t, M_t),
\]

we have

\[
\sum_i \nabla_0^i \rho(X_t, M_t) = 0.
\]
where $\rho_j$ is the $j$th line of $\rho$, we obtain that $\Phi_t = \sum \Phi^i_t$ is the solution of

$$
\Phi_0 = 0, \quad d\Phi_t = \Phi_t A_t dt - \Phi_t U^{-1} \Sigma'(X_t) U\, dw_t - \sum_j \frac{\partial \rho_j}{\partial x_j} (X_t, M_t) U\, dt
$$

(3.21)

$$
-\Sigma^*(M_t) P^{-1}_t \Sigma'(X_t) U\, dt - \frac{\partial \sigma'}{\partial x_2} (X_t) U\, dw_t,
$$

where $\sigma'$ is the Jacobian of $\sigma$. A computation shows that

$$
\frac{\partial \rho_j}{\partial x_j} (X_t, M_t) = \begin{bmatrix} O(1) & O(1) \\ O(1) & O(\varepsilon^{-1/2}) \end{bmatrix}.
$$

The multiplication on the right by $U$ yields a process of order $\varepsilon^{-1}$; the term $\Sigma^*(M_t) P^{-1}_t \Sigma'(X_t) U$ is also $O(\varepsilon^{-1})$, and the term involving the second derivative of $\sigma$ is $O(\varepsilon^{-1/2})$. By proceeding again as in the study of (3.13), we deduce that $\Phi_t$ is of order $\varepsilon^{-1/2}$.

Thus (3.17), (3.20), and the estimation of $\Psi_t$ and $\Phi_t$ yield

$$
(\hat{X}_t - M_t)^* P^{-1}_t U = O(1/\sqrt{\varepsilon}).
$$

We multiply on the right by the matrix $U^{-1} P_t$, the coefficients of which are of order $\varepsilon^{3/2}$ for the first column and $\varepsilon$ for the second column, and we deduce the order of $\hat{X}_t - M_t$ which was claimed in the theorem.

4. An almost linear case. It is interesting to consider a particular case in which $\sigma$, $h'$, and $F_{12}$ are constant so that the system (1.1)–(1.2) is

$$
\begin{cases}
  dx^{(1)}_t = \left(f^0(x^{(1)}_t) + F_{12} x^{(2)}_t\right) dt, \\
  dx^{(2)}_t = f_2(x^{(1)}_t, x^{(2)}_t) dt + \sigma\, dw_t, \\
  dy_t = h' x^{(1)}_t dt + \varepsilon\, d\tilde{w}_t.
\end{cases}
$$

(4.1)

In particular, (H6,δ) holds with $\delta = 1$. Then it is possible to improve the upper bounds given in Theorem 3.1. The time interval that we consider may be infinite. The result is stated in the following proposition.

**Proposition 4.1.** Assuming that (H1)–(H7) hold for (4.1), the filter $M_t$ given by (1.3) verifies

$$
\hat{x}^{(1)}_t - m^{(1)}_t = O(\varepsilon^{5/4}), \quad \hat{x}^{(2)}_t - m^{(2)}_t = O(\varepsilon^{3/4})
$$

in $L^2$.

**Proof.** The proof closely follows the sequence of steps adopted in Theorem 3.1. The matrices $P_t = P$ and $R_t = R$ are now constant; the processes $J^{(1)}_t$, $J^{(2)}_t$, $J^{(4)}_t$, and $J^{(5)}_t$ are zero. The order of $S_t$ is improved into

$$
S_t = \begin{bmatrix} O(\varepsilon^{-3/2}) & O(\varepsilon^{-1}) \\ O(\varepsilon^{-1}) & O(\varepsilon^{-1/2}) \end{bmatrix},
$$

and

$$
|\phi^{(1)}_t| \leq C|x^{(1)}_t - m^{(1)}_t|^2 = O(\varepsilon^{3/2}), \quad |\phi^{(2)}_t| \leq C\|X_t - M_t\|^2 = O(\varepsilon^{1/2})
$$

in $L^2$. 

\[\]
so that
\[ J_t^{(3)} = (X_t - M_t)^* S_t U + \phi_t^* P^{-1} U \]
is of order \( \varepsilon^{-3/4} \). Thus \( V_t \) is \( O(\varepsilon^{-1/4}) \), and we obtain \( O(\varepsilon^{-1/4}) \) in (3.17).

For the end of the proof, we see that
\[ \rho(X_t, M_t) = F(X_t) + \Sigma \Sigma^* P^{-1}, \]
and so
\[ \frac{\partial \rho_j}{\partial x_j}(X_t, M_t) = \frac{\partial F_j}{\partial x_j}(X_t) \]
is bounded. Multiplication by \( U \) yields a process of order \( \varepsilon^{-1/2} \), and so the process \( \Phi_t \) of (3.21) is bounded for small \( \varepsilon \). We can conclude that
\[ (\dot{X}_t - M_t)^* P^{-1} U = O(\varepsilon^{-1/4}) \]
and deduce the proposition.

With more computational effort, it is possible to extend these results to the case in which the component \( x^{(1)} \) is driven by low noise:

\[
\begin{align*}
\dot{x}_t^{(1)} &= \left( f_0(x_t^{(1)}) + F_{12} x_t^{(2)} \right) dt + \varepsilon^\gamma dw_t^{(1)}, \\
\dot{x}_t^{(2)} &= f_2(x_t^{(1)}, x_t^{(2)}) dt + \sigma dw_t^{(2)}, \\
y_t &= h_t^{(1)} dt + \varepsilon \bar{w}_t
\end{align*}
\]
(4.2)

with \( M_t \) given by (1.5) and with the gain \( R_t \) given by (1.4), as before, if \( \gamma > 1/2 \), and with \( R_t \) given by

\[
R_t \overset{\text{def}}{=} \begin{pmatrix}
\sqrt{\frac{2 \sigma F_{12}}{h_t}} & 1 / \sqrt{\varepsilon} \\
\frac{\sigma}{\varepsilon}
\end{pmatrix}
\]
if \( \gamma = 1/2 \).

Clearly, Theorem 2.1 extends to system (4.2) as soon as \( \gamma \geq 1/2 \). This results from the fact that, in the SDE of \( Z_t \), the matrices involved in the martingale terms are still uniformly bounded as \( \varepsilon \) converges to 0, and the matrix \( A_t \) of (2.2) has the same stability property as before.

Regarding the extension of Proposition 4.1 to system (4.2), one can see that, assuming \( \gamma \geq 3/4 \), the estimation in Proposition 4.1 still holds. This happens because the matrix \( \bar{A}_t \) in the decomposition of \( A_t \) remains the same. More effort is needed if one considers the cases \( 1/2 < \gamma < 3/4 \) and \( \gamma = 1/2 \).

Another class of almost linear filtering problems when some of the observations and driving noises are small is considered by Krener [6]. Krener studied the multi-dimensional case, where nonlinearities depend only on state variables which can be estimated quickly and accurately; that is, the only nonlinearity allowed in (4.2) is that of the function \( f_2 \) with respect to \( x_t^{(1)} \). Observations with at least two components, instead of one, are also assumed.
5. Numerical simulation results. Let us consider the following example illustrating the case of free fall of a body through the atmosphere:

\[
\begin{align*}
&dx_t^{(1)} = x_t^{(2)} dt, \\
&dx_t^{(2)} = (\rho_0 e^{-x_t^{(1)}/k} (x_t^{(2)})^2/(2\beta) - g) dt + \sigma dw_t
\end{align*}
\]

and

\[dy_t = \sqrt{(x_t^{(1)})^2 + a^2} dt + \varepsilon d\bar{w}_t,\]

where \(x_t^{(1)}\) is the position of the moving body and \(x_t^{(2)}\) is its speed, \(\rho_0\) being the reference air density, \(k\) the atmosphere thickness, \(\beta\) the ballistic coefficient of the body, \(g\) the acceleration due to gravity, and \(a\) the horizontal distance between the body and the measuring device (\(\rho_0 = 3.4 \times 10^{-3}\) lb s\(^2\)/ft\(^4\), \(k = 22 \times 10^3\) ft, \(\beta = 1.6 \times 10^3\) lb\(^2\)/ft\(^4\), \(g = 32.2\) ft/s\(^2\), \(\sigma = 5\) ft/s, and \(a = 10^4\) ft). Figure 5.1 shows the estimation errors obtained from applying the two approximate filters (filter (1.5), noted \(M_t\), and the constant gain filter mentioned at the end of section 2 with \(\bar{H} = 0.02\), noted \(\bar{M}_t\)) to a single trajectory of the state with measurements taken each 0.001 s. The parameter \(\varepsilon\) is equal to 1 and

\[X_0 \sim N\left(\begin{bmatrix} 3 \times 10^5 \\ -10^3 \end{bmatrix}, \begin{bmatrix} 900 & 0 \\ 0 & 2 \times 10^4 \end{bmatrix}\right).\]

It illustrates the fact that the errors get small very quickly, and one notices that the constant gain filter needs more time than filter (1.5) to attain small errors in the second component.
Figure 5.2 illustrates the asymptotic behavior of the estimation errors when system (1.1)–(1.2) with \( f(x_1, x_2) = [x_2 - 1.5 \times 10^{-3} x_1]^{\ast}, \sigma = 2, \) and \( h(x_1) = \sqrt{x_1^2 + 10^8} \) is considered. Although \( f \) and \( h' \) fail to verify assumption (H3) and, in fact, \( \inf h' = 0, \) we will assume that the state remains in a bounded domain with high probability, thus assuming that \( \inf h' > 1/\sqrt{120}. \) The root mean square error between the two approximate filters (with \( H = 0.18 \)) was computed for \( \varepsilon = 1, 10^{-1}, \ldots, 10^{-4} \) over 200 simulations for both components in the time interval \([0, 5] \). The solid lines exhibit approximate slopes of \(-0.76 \) (first component) and \(-0.28 \) (second component) which agree with the results in section 2. The error associated with the constant gain filter and that associated to filter (1.5) are very similar.

Figures 5.3–5.5 illustrate the van der Pol oscillator example presented in [12, section 6]: \( f(x_1, x_2) = [x_2 - x_1 - x_2]^{\ast}, \sigma = 1, \) and \( h(x_1) = 0.606(1 - G)x_1 + \)
Fig. 5.4. Estimation errors for the (a) first and (b) second components of $X$ ($G = 0.8$).

Fig. 5.5. Estimation errors for the (a) first and (b) second components of $X$ ($G = 0.9$).

$Gx^3$ with $G = 0.5, 0.8, 0.9$, respectively. The time interval $[0, 100]$ was considered. One can observe the increasing benefit of using filter (1.5) as the nonlinearity in the observations gets stronger. The results obtained by using the extended Kalman filter (EKF) are also shown in [12] for comparison.
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