
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Text mining of the company’s annual reports in PDF format  
 

Svetlana Zamyatina 
 
 
 
 
 
 
 
 
 

Dissertation 
 

Master in Modelling, Data Analysis and Decision Support Systems 
 
 
 
 
 
 
 
 
 
 

 
Supervised by 

 
PhD João Gama  

PhD Bruno Miguel Delindro Veloso 

 
 
 
 
 

 
 
2022 



 

 
 
 

 
 
 

                 Acknowledgments 
 

 
First of all, I would like to show my gratitude to my supervisors, Professors João Manuel 
Portela da Gama and  Bruno Miguel Delindro Veloso, that accepted to take on this challenge 
with me and taught me so much during the process.  
    
    Also, to Professors Maria Eduarda da Rocha Pinto Augusto da Silva and Jorge Miguel Silva 
Valente, who was always available to clarify my doubts. 
    
    To the institution that hosts me, the Faculty of Economy of the University of Porto (FEP), 
as well as to all of its docents that guide me during this Master’s program, I am thankful for 
everything I have learned until now. 
 
    To my parents, Valentina and Anatoliy, for making this journey possible and always 
supporting me every step of the way. 
 
    To my husband, Armando Jorge, and our daughter Ekaterina for always being such a great 
role model that pushed me to become a better person and invest in my education, for his 
endless patience, and for believing in me even when I didn’t. He made the process easier and 
encouraged me to always try my best. 
 
    To Banco de Portugal and  Professor Nuno C. Azevedo for all the support and availability 
during the internship that gave the mote and data to develop this thesis. 
 
Finally, to all my friends.  
 
 
 
 
 
                                                                                                                    Svetlana Zamyatina 
 
 
 
 
 
 
 
 

 
                                                                           i



  

 
 
 

 
 
 
 
 

                Abstract 
    

The digitalization of the economy actively influences both financial and credit institutions in 
general, and the activities of Banks in particular, which determines the tasks of quality 
rethinking the consequences of introducing banking innovations, manifested in the creation 
of modern banking technologies and innovative banking infrastructure. Marked givens 
mediate the need to form a theoretical and methodological basis for studying the development 
of banking innovations in the digital economy. 
 
A current challenge in banking information is the need to treat customer financial statement 
data more efficiently. Much of the information that appears in financial statements is in an 
unstructured format, normally written in PDF format. All these 
PDF format barriers make the banking information management process difficult. However, 
automatic tasks can make the process easier. 
 
An example is the automatic extraction of relevant information from Financial statement 
documents in PDF format, including extracting information from tables. 
In this Thesis, we created a system capable of automatically determining which pages of the 
financial statements contain the Balance – sheet and Income Statement; in the second phase, 
we developed an algorithm that may be applied to other financial statements. In the third 
phase, we extracted the previously identified into an editable file, according to a pre-defined 
structure, preferably in CSV, Excel formats. 
 
The Bank of Portugal provides financial statements. 
 

 
 
 
 

Keywords: Text mining, Python, tables extraction, recognition, Financial statements, PDF format. 
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                  Resumo 

    A digitalização da economia influencia ativamente as instituições financeiras e de crédito 
em geral, e as atividades dos Bancos em particular, o que determina as tarefas de qualidade 
repensando as consequências da introdução de inovações bancárias, manifestadas na criação 
de tecnologias bancárias modernas e infraestruturas bancárias inovadoras. Dados marcados 
medem a necessidade de formar uma base teórica e metodológica para estudar o 
desenvolvimento das inovações bancárias na economia digital. 
 
Um desafio atual nas informações bancárias é a necessidade de tratar os dados das 
demonstrações financeiras dos clientes de forma mais eficiente. Muitas das informações que 
aparecem nas demonstrações financeiras estão em um formato não estruturado, normalmente 
escrito em formato PDF. Todas essas barreiras do formato PDF dificultam o processo de 
gerenciamento de informações bancárias. No entanto, tarefas automáticas podem facilitar o 
processo. 
 
Um exemplo é a extração automática de informações relevantes de documentos de 
Demonstrações Financeiras em formato PDF, incluindo a extração de informações de tabelas. 
Nesta Tese, criamos um sistema capaz de determinar automaticamente quais páginas das 
demonstrações financeiras contêm o Balanço Patrimonial e a Demonstração do Resultado; na 
segunda fase, desenvolvemos um algoritmo que pode ser aplicado a outras demonstrações 
financeiras. Na terceira fase, extraímos os previamente identificados em um ficheiro editável, 
de acordo com uma estrutura pré-definida, preferencialmente nos formatos CSV, Excel. 
 
 
O Banco de Portugal disponibiliza demonstrações financeiras. 
 
 
 
 
 
Palavras-chave: Mineração de texto, Python, extração de tabelas, reconhecimento, 
Demonstrativos financeiros, formato PDF.
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                 Glossary  
 

 
DM – Data mining 
 
TM – Text mining 
 
PDF – Portable Document Format 
 
CSV - Comma Separated Values 
 
OCR – Optical Character Recognition 
 
NLRK – Natural Language Toolkit 
 
PEP – Python Enhancement Proposal 
 
SQL - Structured Query Language 
 
HTML - HyperText Markup Language 
 
JSON - JavaScript Object Notation 
 
DOCX – Office Open XML Document 
 
ODT – Open Document Text 
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1  |  Introduction 
 
 
    This project is dedicated to building an algorithm capable of offering useful tools to select, 
process, and extract data from a document corpus. The main goal was to create a dynamic 
algorithm capable of performing data preprocessing and extracting the necessary information 
from documents in PDF format (Portable Document Format). 
 
    During the preparation of the Thesis, we presented the proposed methodology used to 
achieve the stated goals, the various application modules, and various operations that 
constitute the selection, preprocessing, and extraction of the necessary data applied to several 
data sets. We have considered the state-of-the-art analysis of the approaches used in TM (Text 
Mining) to achieve this solution, compared the various document processing methods, and 
pointed out how this structure was developed. Below we will describe several algorithms used 
in processing to extract text from tables with conversion to CSV (Comma Separated Values 
format), which is the intended purpose. 
 
 

1.1 Context 
 

TM has evolved to offer an approach to efficiently extracting information from text, creating 
tools to analyze the causal relationship between features, also in unstructured data, including 
those containing tables. 
 
Every year the importance of TM increases in a wide variety of fields of activity. This allows 
us to develop and improve new algorithms that will later help extract texts more clearly and 
accurately, including in the form of tables with the ability to save results in various formats, 
for example, in CSV format. This can be helpful for companies in various fields of activity, 
including in financial institutions in general and in the banking sector, for the clarity and 
reliability of data extraction in accordance with the goal. 
 
It is a complex process of obtaining high-quality information, although the knowledge gained 
through parsing followed by data processing and analysis can achieve high accuracy in the 
process of extracting data. 
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1.2 Research problem 
 

Today, TM has a set of powerful techniques that still have significant limitations. Existing 
TM approaches take little advantage of the existing structure and relationships in texts. TM 
algorithms treat texts as a collection of words, which can make the algorithms less efficient. 
Some techniques can code and manipulate relational information to help improve TM 
algorithm’s performance. In this regard, the main goal of our research was to develop an 
effective algorithm with applied some known TM tools  that can qualitatively extract the data 
we need from documents in PDF format while facilitating the workflow. 

 
 

1.3 Motivation and goals 
 
   DM (Data mining) is one of the most relevant and demanded areas. Today's business and 
manufacturing processes generate huge amounts of data, and it is becoming increasingly 
difficult for companies to interpret and respond to large amounts of data that change 
dynamically at runtime.  
   DM is an interdisciplinary field of knowledge at the intersection of traditional statistical 
analysis, artificial intelligence, machine learning, and large database development. The 
essence of the philosophy of DM is partially expressed in the name of this area of knowledge, 
which consists of two concepts: the search for valuable information in a large database (data) 
and mining. It is in sifting through a sieve of their tools a huge amount of “raw”, often 
unstructured data in search of nuggets meaningful, non-trivial information - knowledge. 
   The original definition of the term, which Grigory Pyatnetsky-Shapito [33]  gave, is as 
follows: “DM is the process of discovering in raw data previously unknown non-trivial, 
practically useful and accessible interpretations of knowledge necessary for decision-making 
in various areas of human activity.” 
   TM - text mining is a specific area of DM that analyzes textual. By analogy with the term 
DM, the term TM can be given the following definition - this is a non-trivial process of 
discovering new, potentially useful, and understandable patterns in unstructured text data. 
   Because TM is such a useful tool today, it's important to improve its presentation. For this 
reason, this dissertation is intended to explore state of the art in TM and create a flexible 
system that allows us to perform multiple text preprocessing tasks to test which ones are the 
most efficient and get the best result. 
 
   This work intends to develop an algorithm that uses traditional TM methods and evaluates 
the extent to which traditional approaches apply to extracting text from tables. Unstructured 
text processing involves the use of more powerful computing resources.  
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   In this thesis, we presented the proposed methodology used to achieve the stated goals, the 
various application modules, and various operations that constitute the selection, 
preprocessing, and extraction of the necessary data applied to several data sets. We considered 
the state-of-the-art analysis of the approaches used in TM to achieve this solution, compared 
the various document processing methods, and pointed out how this structure was developed. 

 
   The theoretical basis of the dissertation was the work of foreign and domestic experts, 
substantiating scientific and theoretical directions and concepts, principles of formation and 
development of banking activities in the context of the introduction of TM, and key 
definitions concerning the goals of the dissertation being implemented (Development of a 
platform capable of performing data extraction; Extracting data from tables; Develop an 
algorithm which may be applied in other Financial statements; Processing documents in PDF 
format; Saving the results in CSV format). 
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2  |  Literature Review 
 

 
The theoretical basis of the dissertation was the work of foreign and domestic experts, 
substantiating scientific and theoretical directions and concepts, principles of formation and 
development of banking activities in the context of the introduction of TM, and key definitions 
concerning the goals of the dissertation being implemented: Development of the algorithm capable 
of performing data extraction; Extracting data from tables; Develop an algorithm which may be 
applied in other Financial statements; Processing documents in PDF format; Saving the results in 
CSV format. 
 
For this purpose, this chapter is structured as follows: 
Section 2.1 sets some terminology on text analysis tasks, provides background on TM stages, and 
gives examples of possible document structures. 
Section 2.2 introduces terminology and background work on PDF format: Highlights advantages 
and disadvantages of PDF format; gives the PDF data types definition and description of the PDF 
document and document structure; examples of possible PDF file contain are given.

 

                                      2.1 Tasks of the text analysis  
 
2.1.1 Stages of TM 
 
For the first time, TM techniques appeared in the mid-1980 s, and in the next decade, the 
development of technology allowed them to improve significantly. In an interdisciplinary 
sense, TM lies at the intersection of information retrieval, DM, machine learning, statistics, 
and computational linguistics.  
 
The need to use huge amounts of corporate information that exists in an unstructured form 
has long been known. But special technologies that allow us to work with texts and not 
quantitative data appeared only in the late 90s [1]. 
 
Relevance of the problem: 
 
   Text Mining technology is one of the varieties of DM methods and involves extracting 
knowledge and high-quality information from text arrays. This usually happens through the 
identification of patterns and trends [2]. 
   The statistical study of patterns. This technology of in-depth analysis of texts can "sift" large 
volumes of unstructured information and identify only the most significant of them so that a 
person does not have to spend time on the extraction of valuable knowledge "manually" [1]. 
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Examples of such documents are web pages, PDF documents, regulatory documents, etc. 
Generally, such documents can be complex and large and include text and graphical, tabular 
information [2]. 
The results of TM can be used for mathematical forecasting, bank risk analysis, and market 
analysis [1]. 
 
TM involves the process of structuring input textual data, extracting patterns from already 
structured data, and the final evaluation and interpretation of the results [1]. 
 
Analyzing text documents can be represented as a sequence of several steps. This 
methodology’s entire data processing cycle is represented by six successive stages [1]. The 
main six stages of the TM have presented in Fig. 1 Stages of the text mining. 

 
Stage 1. Determining the objectives of the study. This is the beginning of almost any 
meaningful activity. Good goal setting requires a deep understanding of all aspects of the 
situation in which the research is being conducted and a clear definition of the result that we 
want. To do this, it is necessary to study the problem to be solved by the study[1]. 
 
Stage 2. Assess the availability and nature of the data. This stage includes the following 
tasks: 
 

 Identification of text sources. The text may be digital or written on paper and maybe 
located inside or outside the organization under study. 

 Evaluation of the availability and applicability of data. 
 Collection of primary data. 
 Evaluation of the content of the data (whether they contain the information necessary 

for the study). 
 Evaluation of the quantity and quality of data. 

After the exploration part of the study is completed, we can start collecting data from various 
sources [1]. 
 
Stage 3. Data preparation.  Data preparation is a necessary stage for TM because the 
specificity of this method, compared to DM, lies in the more time-consuming stages of 
collecting and processing data. 
 
The data preparation stage consists of the following phases: 
 

 Corpus creation. In linguistics, a corpus is a large structured collection of texts. At this 
stage, collecting all text documents related to the problem under study is necessary. 
The researcher has to decide what data and volumes it is necessary to collect and 
analyze to solve the problem. It should be remembered that all DM methods are highly 
dependent on the accuracy of the results obtained and their number. Once the 
documents are collected, they need to be transformed so that they are presented in a 
single form (for example, in a text file) for computer processing. 
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 Data preprocessing [34] is the first and essential step in machine learning because the 
quality of the data and the useful information that can be obtained from it directly 
affects the learning ability of our algorithm, so it is extremely important that we pre-
process our data. Without preliminary data processing, a banking specialist will not 
be able to get the job done.  
 
Main tasks at the stage of data preprocessing:  
– Processing of zero values;  
– Data normalization;  
– Emission control;  
– Processing of categorical features [34]. 

 
Stage 4. Development and calibration of the model. At this stage, knowledge extraction 
methods are applied [1]. 
 
Stage 5. Checking the results. After the model is created and configured, we must perform 
a general check of all actions. For example, we need to ensure that the selection is made 
correctly. It also happens that in constructing a study, the main goal for which it was started 
is lost. At this stage, it is necessary to check whether the model solves the formulated problem 
and thus serves the achievement of the goal. If something is missed, it is necessary to go back 
to the stage that created the mismatch between the goal and the result [1]. 
 
Stage 6. Implementation. If it was decided that the model solves the problem based on the 
checks results, it can be applied. At its simplest, an implementation may take the form of 
writing a report on the results of a study. In the complex - building an intelligent system based 
on the built model so that it can be reused for decision making [1]. 
Visualization can also be used as a text analysis tool. To do this, key concepts are extracted, 
which are presented graphically. 
Based on the results of this chapter, the following conclusions can be drawn. 
Knowledge discovery in the text is a non-trivial process of discovering new, potentially useful 
and understandable patterns in unstructured text data [3]. 

 
2.1.2 Possible document structures  
 
Text information extraction consists of extracting information from semi-structured [4] or 
unstructured data.  

                                The figure shows an example of structured, semi-structured, and unstructured data. 

 
Fig. 2  Examples of the data structure (adapted from Mike Bergman, 2005). 
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    Unstructured data does not require formatting, as it is normally in free text form. The text 
has structure, but that is just a structure that follows linguistic rules meant for humans and not 
computers. As mentioned earlier, many documents fall into this category [4]. 
 
    The semi-structured ones have some structure, such as the European Curriculum Vitae 
presentation model [4]. 
 
    As for structured data, they already obey strict rules and restrictions. Relational databases 
are one of the possible examples of this type of data [4]. 

 
 

 
2.2 PDF format 
 
2.2.1 Advantages and disadvantages of PDF format 
 
PDF (Portable Document Format), is not just a well-known and convenient format, but the 
only one that is the standard.  The developers of the format set themselves the task of creating 
such a document display format so that the document opens and looks the same on any device. 
The PDF it is not as simple as DOCX (Office Open XML Document) or ODT, 
(OpenDocument Text) yet it is still natively a text rather than a binary format [5]. 
 
Advantages and disadvantages [5]. 
 
Pros: 
- standardization and popularity: it opens on any device with any operating system exactly in 
the form in which it was created; 
- takes up little space on the hard drive because it supports many compression algorithms. 
- security: the user can configure security settings for his file, for example, prohibit printing, 
prohibit editing, use an electronic signature to determine the authenticity of a document, etc. 
[5]. 
 
Minuses: 
- PDF editor - paid; 
- editing pdf files in specialized programs is more complex than any other graphic files [5]. 

 
 

2.2.2 PDF data types 
 

PDF supports several basic data types, some of which I will describe below: strings, arrays, 
dictionaries, streams, and objects. 
 
Strings: Lines PDF inherited from PostScript as a result, a line in .pdf means a sequence of 
8-bit characters surrounded by parentheses. The string can be wrapped to the next line using 
a backslash, which is not part of the string and, among other things, escapes special characters 
[6]. 
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Arrays:  in PDF are enclosed in square brackets and are simply a sequence of grouped objects. 
For example: [(Hello,)10(world!)]. Arrays sometimes contain text strings [7]. 
 
Dictionaries: These are key-value pairs wrapped in << H >>. A dictionary is often used to 
give the object that contains it the properties described in it. This data will help us determine 
how, for example, to decrypt the stream, find out its length, or, conversely, discard the current 
object as uninteresting (if it is an image) [7]. 
 
Streams: represent a sequence of eight bits of data between the stream and endstream 
keywords. Any binary data, be it compressed text, an image, or an embedded font, will be 
presented as a stream. A stream is always inside an object (just below) and is characterized at 
least by its length (option /Length N in the dictionary) and very often by its compression 
method (for example, /Filter /FlateDecode). PDF supports a sufficient number of compression 
formats (including the /CryptDecode encryption format). In streams, we can search for the 
text we want to get from a PDF document [7]. 
 
Objects are the largest structure to work with. An object can contain any other type of data, 
from an ordinary number to a stream, framed by the obj and endobj keywords. An object has 
its own ID within the document by which it can be referenced[7]. 
 
Where is it used: 
The PDF format is used to store and transmit textual and graphic information on the network, 
for example, to transfer letterhead to printing to store financial statements. Great for 
demonstrating developments: easy to show, difficult to edit. This makes intellectual property 
theft more difficult [6]. 
 
 
2.2.3 Description of the PDF document 
 
The PDF text format is becoming the standard for electronic document management 
worldwide. Therefore, programmers regularly face the task of extracting text from such files. 
Along with it, more complex tasks appear, for example, obtaining the text structure of a 
document. [7]. The basic structure of a PDF file is shown in figure 3 [7]: Fig. 3  PDF elements 
document. 
 
PDF is a text format but has a rather complex structure. It can contain media, links, and more. 
Consider a simple test document. 
 The file structure includes four sections [7]: 
Each PDF document has the following elements: 

                                 • The header is the first line of the file. It contains information about the PDF version. 
 

• Body. All the content of the document is in the body of the file. The data types in the body 
will be discussed in the next section. 
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• xref Table. This table contains links to all objects in the document. Thanks to it, we do not 
need to read the entire document to find the desired object. An xref table is made up of 
sections. Each section corresponds to a new version of the document. The reference table 
starts with the word xref. Each section starts with two numbers: the ID of the first object and 
the number of objects in the section. Two sequences of bytes represent objects. The first 
corresponds to the position of the first byte of the object in the file, and the second corresponds 
to the generation number [7]. 
 
• Tailer. This section gives information about the location of key objects in the file. For 
example, it contains the offset of the xref table from the beginning of the file. Therefore, any 
programmatic reading of a PDF document starts at the tail [7]. 
 

 
2.2.4 Document structure 
 
The document’s content comprises objects from the body of the file. They may contain links 
to each other. The reference structure of objects is a tree. At the root is an object called the 
document directory. Its children are important building blocks, one of which is the page tree. 
   The document directory refers to the root of the page tree. The leaves of the tree are the 
pages. Each tree node contains information about the parent, children, and the number of 
leaves among the children. Each page document page can be found by the /Page entry, the 
root of the page tree by the /Pages entry, and the document directory by /Catalog. 
  The entire structure of a PDF document can be represented in figure 4 [7]: Fig. 4 PDF 
Document structure. 

 
 

The figure above, shows that the document catalog contains links to the page tree, path 
hierarchy, article flows, named recipients, and interactive form.  [7]. 

 
 
2.2.5 PDF file contains 

 
The PDF file contains instructions for placing a character at x, y coordinates on a 2-D plane 
without any knowledge of words, sentences, or tables [8]. 
 

 
Fig. 5  User Space coordinates on a PDF page 
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The coordinate system on a PDF page is called User Space. This is a flat 2-dimensional space, 
just like a piece of paper. The units of User Space are called "points", and 72 points/inch. The 
origin or 0,0 point is located in the bottom left-hand corner of the page. Horizontal, or X, 
coordinates increase to the rights and vertical, or Y, coordinates increase [8] towards the top 
(Fig. 5).  
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3  |  Research methodology and instruments 
 

    In working on the Thesis, it was necessary to process documents of the company's financial 
statements in PDF format to extract text information from the tables. 
 
    The main goal of the thesis was to create an algorithm capable of automatically determining 
which pages of the Financial statements contain the Balance - sheet and Income Statement. 
To develop an algorithm that may be applied to other financial statements and to extract the 
previously identified into an editable file, according to a pre-defined structure, preferably in 
CSV, Excel formats. 
 
The Bank of Portugal provides financial statements. 
 

 

                                      3.1 Table definition  

 “A table is an object which uses linear visual cues to simultaneously describe logical 
connections between the discrete content entries in the table. A content entry is the basic 
component of information in the table […] (and) can be any visual symbol”. Cameron (1989). 
 
According to different sources, ‘table’ has various definitions [9]. In this Thesis, we are 
developing an automated method of extraction of tables from PDF files. We analyzed some 
documents manually to see which of the definitions suited best for this work.  
Looking at fig. 6 we can see that layout table content differs from standard (Fig. 7), which 
has repetitive structure or the same data type in a column or a row and clear contours. In 
addition, some spaces are separating the columns. This implies that the definition of 
Astrakhantsev et al. [9] is appropriate for this work. The table is a set of cells with some text 
content. 
    A table example from one of the PDF files is presented in Fig. 6 Table example from one of the 
PDF files. A standard example of a table is presented in Fig. 7 Standard example. 
 

                           3.2    Main task of  the PDF parsing
 
 

Parsing means to parse a word or text. Thus, parsing is a method in which a string or text is 
parsed and broken down into syntactic components. Then the received data is converted into 
a suitable format for further processing and use in applied research. It turns out that one data 
format turns into another, more readable one [10]. 
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During the internship I used PDF parsing method: 
• splitting a PDF document into separate pages and saving them; 
• selecting pages by keywords,  
• extracting text and pages from PDF and conversion of found pages into excel tables, 
merging multiple xlsx sheets into one sheet [10]. 
 

 
 
3.3    Python language 

 
Python is an interpreted high-level, general-purpose programming language developed in the 
early 1990s by Guido van Rossum [12]. Python is a beautiful, concise, and feature-rich 
language. It is used in fields of activity that are completely incompatible with each other, it 
can create projects alone and not look at the possibilities of competitive languages. 
A high-level, interpreted, object-oriented, imperative, strongly typed, general-purpose 
language that is dynamically typed. 
High-level languages are designed for ease of use and speed of writing a program. They use 
certain abstractions - data structures, auxiliary functions, etc. 
It is important to note that Python is a scripting language. This means the code is checked for 
errors and immediately executed without additional compilation or rework. This approach is 
also called interpretive. [15]. 
Python is one of the most used languages in Data Science. Algorithms of programs with 
machine learning and analytical applications are written on them. It is used for data storage 
and cloud services. It also helps to parse data. 
An unusual language feature is the separation of code blocks with spaces. 
Primitive types in Python include booleans, arbitrary precision integers, floating points, and 
complex types. Built-in Python container types: string, list, tuple, dictionary, and set [13].  
All values are objects, including functions, methods, modules, and classes. 
 
At the moment, the version of the Python 3 language is being actively developed. Language 
development is conducted through PEP (Python Enhancement Proposal) language extension 
proposals, which describe innovations, adjust based on community feedback, and final 
document decisions [14]. Accordingly, we decided to use the latest release Python 3.10, for 
our work. 
 
A Python variable is a symbolic name that is a reference or pointer to an object. Once an 
object has been assigned to a variable, we can refer to the object by that name. But the data 
itself is still contained in the object. 
A variable is a name used to refer to a location in memory. A Python variable is also known 
as an identifier and is used to store a value. 
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    Primitive types in Python include boolean, arbitrary precision integer, floating-point, and 
complex. Python's built-in container types are string, list, tuple, dictionary, and set [13]. All 
values are objects, including functions, methods, modules, and classes. An unusual language 
feature is the separation of code blocks with spaces. 
 
    The class system supports inheritance (single and multiple) and metaprogramming. It can 
be inherit from most built-in and extension types [11]. 
The software (application or library) in Python is made in the form of modules, which can be 
assembled into packages. Modules can be located both in directories and in ZIP archives. The 
module is connected to the program using the import statement. Once imported, a module is 
represented by a separate object that gives access to the module's namespace.  

 
    The module can be reloaded with the reload() function. It is also possible to connect 
modules designed in other programming languages. This makes Python very flexible [14]. 
Python’s most powerful and attractive feature is the rich internal standard library. (12) A set 
of modules for working with the operating system allows you to write cross-platform 
applications.  
    In addition to the standard library, many libraries provide an interface to all system calls 
on different platforms; in particular, on the Win32 platform, all Win32 API calls are 
supported, as well as COM calls to the extent not less than that of Visual Basic or Delphi. The 
number of Python application libraries in various areas is huge (web, databases, image 
processing, word processing, numerical methods, operating system applications, etc.). 

 
 

3.3.1  Python libraries to read PDF files and parse tables 
 
One of the interesting parts for us is the application of libraries for working with PDFs and 
tables: pikepdf - splitting a document into pages and saving the result; os - creating new 
directories; tqdm- creating a progress bar for cycles. 
Libraries pdfminer and pdfplumber - are an approach to reading and parsing data from PDF 
page-by-page. Spacy - text lemmatization. Camelot and Tabula - the most popular and 
effective ways to extract tables from PDF. Pdf2image - convert pdf to image; Pytesseract - 
extract text from PDF using OCR (Optical Character Recognition). The library also works 
with the computer utility. Pandas - manipulating tables obtained with Tabula. 
 
    Table 1 provides a comparison of the Python libraries we used. Namely, what are their 
advantages and disadvantages. Based on the characteristics of the libraries and in the process 
of testing them, only those libraries that showed the best results were selected for further 
development of the code. 
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№ Library Advantages Disadvantages 

Splitting the documents library 

1 Pikepdf ● Easy to install and use There are no disadvantages 

Text extraction libraries 

2 Pdfplumber ●  works fast 
●  the highest quality of recognition 

among libraries that do not use OCR 

● only works with documents generated 
automatically 

3 PDFminer ●  works fast ● only works with documents generated 
automatically 

● recognizes less text than pdfplumber 

4 Pytesseract ●    recognizes almost all  
      texts correctly 
●    works with scanned documents 

● works for a long time 
● need to convert pdf to jpeg first 
● installation may take a long time 

5 Pdf2image ●    high-quality recognition 
●    works fast 

● difficult to install (may have problems 
with the poppler library) 

Preprocessing (or lemmatization) libraries 

6 SpaCy ●    there is a lemmatizer 
      for  Portuguese 

● lemmatizer works for a long time 
● splitting into tokens (words) is not 

very convenient 
● less relevant list of stop words 

7 NLTK ●    flexible and convenient  
      implementation   of splitting 
      into tokens 
●    most relevant list of stop words 

● no lemmatizer for Portuguese 

Table Extraction libraries 

8 Tabula ●    higher quality table recognition ● installation may take a long time 
● does not work with scanned pdf files 

9 Camelot ●    easy installation 
●    more features: visual  
      debugging - visualization of text  
      and tables found on the page      

● worse quality of table recognition 
● does not work with scanned pdf files 

Table Handling library 
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Pandas ● easy to install 
● popular library with a wide range of 

features 
● easy to save the table in excel or csv 
● available documentation 

 
 
There are no disadvantages 

 
Table 1.  Comparison table of the used Python libraries 
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3.3.1.1    Splitting the documents library: Pikepdf  
 

 Pikepdf  library - splitting a pdf document into separate pages (one page - one new document). 
The name of new documents is generated as follows: the suffix "_n" is added to the name of 
the main file, where n is the serial number of the page [24]. 
 

 

3.3.1.2  Text extraction libraries: Pdfplumber, PDFMiner,  Pdf2image, 
OCR, Pytesseract 

 
 Library PDFplumber is an approach to read and parse data from PDF page-by-page. It has 

method open(), which returns an instance of the pdfplumber.PDF class. The instance 
pdfplumber.PDF allows us to extract text, words and tables from the page or convert it into 
an image. extract_tables() extracts tabular data from the page [12] and returns a 2-D list of 
the data. This library cannot save the table into a CSV file. 
 
 I will complete the PDF parsing task using the PDFplumber library[21]: 
• Extract text from pdf page 
• Analyze the content for the presence of words from the first group, from the second group, 
from the black list 
• Add a page number to the list if it satisfies the condition [12]. 
 

 PDFMiner is a tool for extracting information from PDF documents. Unlike other PDF-related 
tools, it focuses entirely on getting and analyzing text data. PDFMiner allows one to obtain the 
exact location of text on a page, and other information such as fonts or lines. It includes a PDF 
converter that can transform PDF files into other text formats. It has an extensible PDF parser 
that can be used for other purposes than text analysis [25], [26]. 
 

 Pdf2image is a package that converts PDF files into image files [7]. 
 
Poppler is a Python binding to the poppler-cpp library. It allows us to read, render, or modify PDF 
documents. 
There are three methods for using Pdf2image: 

 use the path directly to read the PDF file; 
 first, use open to open and then use convert_from_bytes to parse; 
 use temporary files for reading [28]. 

 
 Optical Character Recognition (OCR) is a technology that allows you to convert various 

documents, such as scanned documents, PDF files, or digital camera photos, into editable, searchable 
formats [29]. 
OCR involves detecting textual content in images and translating the images into encoded text that a 
computer can easily understand. An image containing text is scanned and analyzed to identify its 
characters. Once identified, the character is converted into machine-coded text. 
In other words, OCR systems convert a two-dimensional image of text, which may contain machine-
printed or handwritten text, from its graphical representation to machine-readable text. OCR as a 
process is usually divided into several sub-processes that must be performed with maximum accuracy 
[29]: 
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• Image pre-processing; 
• Text localization; 
• Segmentation; 
• Recognition; 
• Post-processing. 
The sub-processes in the list above may vary, but these are approximate steps needed to achieve 
automatic character recognition. In OCR, its main purpose is to identify and capture all unique words 
using different languages from written text characters. As part of the master's thesis, the shell for 
Tesseract OCR - Pytesseract will be used [29]. 
 
It is not uncommon for part of the content of a document, or the entire document, to be a scanned 
image. In such cases, there is no text data in it, and we have to resort to OCR. 
 
While OCR can help with some of the problems described, it also has its drawbacks: 

 Long processing time; 
 Running OCR on a PDF scan usually takes an order of magnitude longer than extracting text 

from PDF directly; 
 Difficulties with non-standard characters and glyphs. 

 
OCR has a long processing time, so we used pdfplumber whenever possible when developing our 
code. But pdfplumber's tools do not work with scanned documents unlike OCR, which performed 
great in our tests [29]. 
 

 
 Pytesseract - extract text from PDF using OCR. The library also works with the computer utility [29]. 

Tesseract depends on a multi-step process in which steps can be distinguished: 
• Search for words; 
• Search for lines; 
• Character classification. 
Searching for words is done by enclosing text strings in small rectangles, and the strings and rectangles 
are analyzed for fixed pitch or proportional text. Text lines are broken into words depending on the 
spacing between characters. The recognition is then carried out in two steps. First, an attempt is made 
to recognize each word in turn. The approved words are passed to the adaptive classifier as training 
data. The adaptive classifier is then able to recognize the text better. 
To avoid all possible drops in output accuracy, we need to ensure that the image is pre-processed 
properly[29]. 
 
It is necessary to understand how to recognize PDF scans to achieve the main goal, to extract 
information from tables to analyze them further. Therefore, it is required first to translate PDF scans 
to format Jpeg and then extract the text itself using Pytesseract. I used Google's Pytesseract. Since it 
requires the installation of the Google engine on a computer, and it was working with documents that 
contain confidential information, all actions were carried out on an internal computer that did not have 
access to the network. After downloading the necessary file and writing its path in the code, I started 
processing files using Python [29]. 
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3.3.1.3  Preprocessing (or lemmatization) libraries: SpaCy, Nltk 
 
Spacy  library is a relatively new package and is currently considered the standard in the 
Natural Language Processing industry. It has pre-built models that can parse text and perform 
various Natural Language Processing-related functionality [30]. 
 
Lemmatization is the process of converting a word to its base form. The difference between 
stemming and lemmatization is that lemmatization takes context into account and converts the 
word to its meaningful base form, while stemming simply removes the last few characters, 
often resulting in incorrect meaning and misspellings. 
 
A feature of SpaCy is also an architecture designed to process complete documents without 
pre-processing in preprocessors that divide the document into phrases[30]. 
The main features of spaCy: 

 support for about 60 languages; 
  trained models are available for different languages and applications; 
  support for pretrained vectors and word embedding; 
  high performance and accuracy; 
 a ready-made model of an on-the-job training system;  
 linguistically motivated tokenization. 

 
 NLTK (Natural Language Toolkit) is the leading Python platform for creating NLP 

programs. As well as word processing libraries for classification, tokenization, stemming, 
markup, filtering, and more [31]. 
    We will use this tool to work with stop words. 
    Stop words are words that are thrown out of the text before / after text processing. When 
we apply machine learning to texts, such words can add a lot of noise, so eliminating 
irrelevant words is necessary [31]. 
 
    Stop words are usually understood by articles, interjections, conjunctions, etc., which 
do not carry a semantic load. At the same time, one must understand that there is no 
universal list of stop words, everything depends on the case. 
 
    Nltk has a predefined list of stop words. Before using it for the first time, we need to 
download it: nltk.download("stopwords") [31]. 

 
3.3.1.4  Table Extraction libraries: Tabula, Camelot 
 

 Tabula 
 
The most popular and effective way to extract tables from PDF is Tabula. Such tasks are 
perfectly solved by the tabula-java tool, which is specially designed to solve such problems. 
To work with this tool, the tabula-py wrapper library was written in Python, which allows us 
to extract data in any form convenient for us: pandas DataFrame, JSON (JavaScript Object 
Notation), CSV. 
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We can get table data as a list of DataFrames using the method read_pdf() or generate a CSV 
file with tables from PDF using convert_into(). All of them methods take special parameters 
[11]:  
- area is a portion of the page to analyze, this implies the possibility to manually identify the 
area where to search for the table or tune this parameter for working with different PDF files; 
- columns are X coordinates of column boundaries, setting this parameter allows us to work 
with tables that are not repetitively structured; 
- steam is force PDF to be extracted using stream-mode extraction (if no ruling lines are 
separating each cell, as in a PDF of an Excel spreadsheet);
- lattice is force PDF to be extracted using lattice-mode extraction (if there are ruling lines 
separating each cell, as in a PDF of an Excel spreadsheet) 
- pages are optional values specifying pages to extract from, this parameter gives us the 
possibility to work with some pages if it is needed [17]. 
 
Summing up, this method has a major advantage in that it allows us to read tables that are not 
repetitively structured and extract the data from each cell. 
 
Tabula needs the area specified as the top, left, bottom and right distances. To obtain them, 
we can measure the distances from the top of the page to the beginning of the table [18]. 

 

Fig. 9 Distance measurement parameters with Tabula 
 

 Camelot 
 
Camelot  is another way of parsing tables from PDFs. This method also allows us to save 
results into CSV files. One useful feature of Camelot is access to a report with an accuracy 
metric, the page the table was found on, and the percentage of whitespace present in the table. 
To extract tables Camelot suggests a read_pdf() method, which returns a list of parsed tables 
[19].  
Camelot is an open-source Python library that can help us easily extract tables from PDF files. 
It was built on top of pdfminer, another tool for extracting text from PDF documents. 
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It comes with many useful features such as [20]: 
• Customizable - Works well in most cases, but can also be customized, 
• Visual Debugging Using the Matplotlib Library, 
• The output is available in several formats, including CSV, JSON, Excel, HTML, and even 
the Pandas framework, 
• Open source - MIT license, 
• Detailed documentation. 
We need to install Camelot via conda, pip, or directly from the source. If installing with pip, 
the following dependencies must be installed: Tkinter and Ghostscript. 
Generally, Camelot uses two parsing methods to extract tables [20]: 
 
Stream: Look for spaces between words to identify a table. 
Hash: Look for lines on a page to identify a table. Lattice is used by default. 
 
In addition, we can also construct the elements found on the PDF page based on the specified 
type, for example, 'text', 'grid', 'contour', 'line', 'joint' etc. They are useful for debugging and 
playing around with different settings to get the best result [20]. They are is presented in Fig. 
10  Element types found on the PDF page. An example of the extracted data with Camelot 
containing two tables on one page is presented in Fig. 11 Extracted data using the Camelot 
library from a page containing two tables. 
 

 
3.3.1.5  Table Handling library: Pandas 
 

 Pandas 
 
Pandas is a high-level Python library for data analysis. We call it high-level because it is built 
on top of the lower-level NumPy library, which is a big performance boost. In the Python 
ecosystem, pandas are the most advanced and fastest growing data science library. Two major 
structures of pandas are [22]:  
- Series is an object similar to a one-dimensional array (a Python list, for example), but its 
distinguishing feature is the presence of associated labels, the so-called indexes, along each 
element from the list. This feature turns it into an associative array or dictionary in Python. 
- DataFrame is a tabular data structure like a regular table. Every table always has rows and 
columns. The columns in a DataFrame are Series objects whose rows are their immediate 
members [22]. 
 
Pandas supports all the most popular data storage formats: csv, excel, SQL (Structured Query 
Language ), clipboard, HTML( HyperText Markup Language) and more. In this project we 
are interested in saving results into csv or excel files. It could be done by using methods 
to_csv() or to_excel(). [23]. 
 
Grouping data is one of the most commonly used and powerful methods in data analysis. In 
pandas, the .groupby method is responsible for grouping. This feature can be very helpful for 
this work because we are looking for the ability to aggregate data extracted from PDF tables 
to get correct results [22]. 
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4  |  The main components of the algorithm 
 
 
 
    The main goal of the Thesis to process documents of the company's Financial statements 
in PDF format to extract text information from the tables and save the extracted tables in the 
formats CSV,  Excel, and to create an algorithm that is capable of automatically 
determining: 

 Which pages of the Financial statements contain the Balance - sheet and  Income 
Statement; 

 To develop an algorithm that may be applied to other financial statements; 
 To extract the previously identified into an editable file, according to a pre-defined 

structure, preferably in CSV, Excel formats. 

 
 
                                  4.1  Development workflow 

 
This Section will describe the complete workflow development. From the start to the end to 
achieve our main goal and receive the best final result.  
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Fig. 12 Development workflow  
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• Start: 
This is where almost any meaningful activity begins. Good goal setting requires a deep 
understanding of all aspects of the situation in which the research is being conducted and a 
clear definition of the result that we want to get. To do this, it is necessary to study the problem 
to be solved by the study. 
 
• Input: PDF  document  
 
PDFs are a good source of data, and most organization only release their data in PDFs. 
The first step is to collect data. In our case, this is the Financial Statement in PDF format 
provided by the Banco de Portugal during the internship. It should be noted that the financial 
statements in PDF format do not have a unified form, and the quality of the documents 
provided is fundamentally different. 
 
• Split document into the PDF pages: 
First, we open a PDF file, create a reader object, and iterate through all the pages using the 
reader object's tqdm(enumerate(pdf.pages)) method. 
 
pdf = Pdf.open(filename) 
for n, page in tqdm(enumerate(pdf.pages)): 
 
  The next step is to create a unique filename, using the original filename plus an index. 
   
   output_filename = f"{name}/{name}-page-{n}.pdf" 
 
Finally, we save the files in PDF format. 
    new_pdf = Pdf.new() 
    new_pdf.pages.append(page) 
    new_pdf.save(output_filename) 
 
• For each page: 
 
Further development of the algorithm will be applied to each page separately after the process 
of splitting the document into PDF pages.  
At this stage of development, I use the listdir function to work with each page. Listdir returns 
a list containing the names of the entries in the directory specified by path. The list is in 
random order and does not include the special entries '.' and ".." even if they are present in the 
directory. If a file is removed from a directory or is added to it during a call to this function, 
it is not specified whether the name of this file will be included. 
 
print(name) 
files = [] 
for file in tqdm(os.listdir(name)): 
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To skip system files that may automatically appear in the folder: 
 
if file[0] == ".": 
        continue 
 
• Extract text: 
 
Where are we able to extract the text? 
 
To read text from a PDF file and extract it, we used the pdfplumber library. It is worth noting 
that two libraries for reading text were tested (pdfminer and pdfplumber). The pdfplumber 
library recognized the text with better quality. 
 
text = "" 
    with pdfplumber.open(f"{name}/{file}") as pdf: 
        first_page = pdf.pages[0] 
        text = first_page.extract_text() 
 
If the plumber library did not find the text on the page, then we will read it using AI (OCR). 
 
image = get_img_from_pdf(f"{name}/{file}") 
        text = ocr_core(image) 
 
After extracting the text, we move on to the Preprocessing stage, which will be discussed in 
more detail in Chapter 4.2.1 

 
 

4.1.1    Text Preprocessing 
 
   The preprocessing module presented in this section has as its main goal the cleaning up of 
the document’s text being processed under several operations to remove, or at least, reduce 
this type of informality characteristic making the work of the main goal easier. 
The goal of data preprocessing is to produce “clean text” machines can analyze error-free. 
   Clean text is human language rearranged into a format that machine models can understand. 
Text cleaning can be performed using simple Python code that eliminates stopwords and 
simplifies complex words to their root form. 
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Fig. 13 Text Preprocessing 

 
 
Below, we enumerate and describe the different preprocessing methods implemented: 

 
• Text from a PDF- page: This module works for each split PDF page. Very often, the words 
that appear in documents/pages have many structural variants. So before the information 
retrieval from the documents, the data preprocessing techniques are applied to the target data 
set to reduce the size of the data set, which will increase the effectiveness of the Information 
Retriever System. 
 
• Lowercasing: This operation is responsible for converting upper case characters to lower 
representation. The advantages provided by this operation are centred on the analysis of words 
written in different ways. 
text = text_splited.lower() 

 
• Replacing all numbers with zeros: we will replace all numbers with 0 in order to further 
simplify data processing: 
 for i in range(1, 10): 
 text = text.replace(str(i), "0") 
and  
for ind in range(len(words)): 
        if "0" in words[ind]: 
            words[ind] = "00" 
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• Transforming similar characters € to euro: we will simplify Euro characters:  
text = text.replace("€", "euro") 

 
• Tokenization: This operation is a step that breaks long lines of text into smaller chunks or 
tokens. Large chunks of text can be turned into sentences and sentences into words. Further 
processing is usually done after a piece of text has been properly composed. Tokenization is 
also known as text segmentation or lexical analysis. 

 
Segmentation is sometimes used to break up of a large chunk of text into pieces larger than 
words (such as paragraphs or sentences), while tokenization is for the process of breaking up, 
purely into words. 
 
We will split the text into words and remove all punctuation for our task. To do this, use the 
function : 
words = tokenizer.tokenize(text) 
Join the words into one line separated by spaces: document = ' '.join(words) 
 
• Lemmatization: This operation is the process of converting a word to its base form. The 
difference between stemming and lemmatization is that lemmatization takes context into 
account and converts the word to its meaningful base, form while stemming simply removes 
the last few characters, often resulting in incorrect meaning and misspellings. To normalize 
Portuguese words, use the following function [32]: 
 
nlp = spacy.load('pt_core_news_sm'). tokenizer = RegexpTokenizer(r'\w+') 
stops = set(stopwords.words('portuguese')). 
 
Sent the string to parse the Portuguese language (then we can get lemmas): 
text = nlp(document). 
 
• Stop words removal: This operation removes the most common words in the language in 
the analysis. We remove the stop words and store the lemmas in a list: 
 
 words = [word.lemma_ for word in text if (word.text not in stops) and (word.text not in ['_'])] 
 
 
• Standardization of words usage:  
is a process that we do not just remove endings of the worts, but bring the word to its initial 
form. If we apply standardization of words like: "activo", "ativo" or "activos"; or "passivos" 
and "passivo" we will convert different forms to one. 
 
if words[ind] == "activo" or words[ind] == 'ativo' or words[ind] == "activos": 
 words[ind] = "ativos" 
if words[ind] == "passivos": 
words[ind] = "passivo" 
set_words = set(words) 
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• Output: processed page 
Any text cleaning approach is about attention to detail and boiling our data down to only its 
most crucial bits without losing its context – and thats a hard balance to strike. 
This is how we turned the complex, multi-element text from a PDF page into a series of 
ordered words designed to find up-to-date information in the future and extract data relevant 
to our goal. The graph shows PDF page before processing: Fig. 14 PDF page before 
processing. Fig.15 demonstrates our processed text. 

 

 

 Fig. 14 PDF page before processing 
 
Now our processed text looks like this. 
 

 
Fig. 15 Processed text 
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Although there are more text preprocessing techniques, in this dissertation we only used the 
ones previously described since each of them is associated, it helps to clean up the data to 
further develop the code and get the maximum result for the intended purpose. 

 
•Word Inclusion and Exclusion Lists:  Are there words from the "black_list" in the text? 
We also can define a list of indexed words. This list will be used to search for individual 
words and classify source documents based on the relevance of the words that appear per 
goal. In our case, this list is called "form_sure". We defined "black_list" as words that will be 
excluded from indexing. We included in the "black_list" list those words that are used very 
often, carry little meaningful information and prevent the extraction of the correct tables from 
the company's Financial statements, in our case, are: Balance-sheet and Income statements. 
  
if len(set_words & set(black_list)) != 0: 
        continue 
 
 • Are there words in the text from "For_sure"?  
We also can define a list of indexed words. This list will be used to search for individual 
words and classify source documents based on the relevance of the words that appear per the 
goal. In our case, this list is called "form_sure". 
 
   if len(set_words & set(for_sure)) < 1: 
        continue 
 
•  Count in the text words from Group 1. 
We will count the words in the text from Group 1 that satisfy our search conditions for words 
in the text from "For_sure". How many group words were found in the text (each word is 
counted once). 
 
count_group1 = 0  
    for word in group1:  
        if word in words:  
            count_group1 += 1  
 
•  Count in the text words from Group 2. 
Similarly, we will count the words in the text from Group 2 that satisfy our search conditions 
for words in the text from "For_sure". 
 
count_group2 = 0 
    for word in group2: 
        if word in words: 
            count_group2 += 1 
 
After counting the words relevant to our main goal by groups, we move on to the Scoring 
Stage, which will be discussed in more detail in chapter 4.1.2. 
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4.1.2   Scoring of the words 
 

 

 
 

Fig. 16 Scoring of the words 

 
 Scoring of the words: 
This is a popular and simple feature extraction technique used when working with text. It 
describes the occurrences of each word in the text. 
 
 • Text from a PDF – page:  
This module is applied to each page separately after splitting the document into PDF pages. 
For each PDF page, we apply this model (scoring) of classifying the information contained in 
the document into different groups if the characteristic that separates these groups is unknown. 
However, other factors associated with the characteristic of interest to us are known. 
 
Bag of words: 
Machine learning is often used to process text documents using a feature text model, in which 
features are defined for each document separately. Signs can be various informational 
characteristics of the text: both linguistic and statistical and structural: for example, the 
frequency of certain words (or their categories) in a document, the frequency of use of special 
characters, the ratio of parts of speech of words, the presence of certain syntactic constructions 
or sections of text, the date of creation, etc.  
Varieties of the attribute model are the Bag of words model, in which the text is characterized 
by a set of its significant words (usually, these are all significant words, more precisely, their 
lemmas). 
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• To check if the amount of words is  a maximum  for each Group and to add the 
document to the List for each Group: 
In our case, 2 Groups of words were created to extract the 2 required Tables from the Financial 
Statements. Group 1 contains words to extract from the Financial Statements Balance-sheet, 
Group 2 contains a set of words to extract the Income statement. How many group words 
were found in the text (each word is counted once). 

 
If the number of words from the first group is the largest on the specified page, then we write 
down the document’s name to list Group 1. Moreover, remember how many maximum words 
coincided with the group at the moment: 
 
if count_group1 > documents1['count_unique']: 
documents1['names'] = [file] 
documents1['count_unique'] = count_group1 
 
Similarly, we check if the amount of words is a maximum for Group 2 and add the document 
to the List for Group 2. 
 
• Adding the file to the list of eligible documents: 
 If the number of words from the group is equal to the maximum of those found earlier, then 
we write the name of this file to the list of eligible documents: 
 
elif count_group1 == documents1['count_unique']: 
documents1['names'].append(file) 

 
As a result of applying the word scoring technique, for a document in PDF format, we 
received a list of documents, broken down by Groups and by the largest number of 
occurrences of words in each Group, which will allow us to continue developing the code and 
extract the necessary tables from the Financial Statements with the greatest accuracy. 
 
• Convert the document to xlxs tables: 
The structure of all written code algorithms is built as follows: all found pages that are divided 
into several xlsx files are merged into one xlsx file. A folder is automatically created into 
which uploaded the correct xlsx files, merged, and saved. 

 
• Output: xlxs documents 
As a result of applying our TM workflow for a document in PDF format, we have extracted 
the required Balance-sheet and Income statement from Financial Statements with the greatest 
accuracy. Furthermore, they imported the received data into xlsx format. 
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5  |   Experiments and results 
 
 

 
5.1 Testing the Camelot library 
 
At the beginning of code development, in order to obtain relevant information and achieve 
the main goal, the Camelot library was tested. The testing results showed that the files 
uploaded to the csv format are uploaded in large quantities, including some pages being split 
into several files. 
 

 
Fig. 17 Extracted tables in CSV format during testing of the Camelot library 

 
 
The ability to recognize the contained text is very weak. The received data in csv format 
turned out to be almost unreadable. In this regard, it was decided to continue further work on 
the main goal and further development with the help of the Tabula library, which contains 
more functions and tools for working with text and tables. Name of the code: 
Camelot_testing_library.  
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Fig. 18 The result of testing the Camelot library 
 

 
5.2  Extracting the tables using the markup of the image 

 
    For the best recognition, the location of tables on a single page in PDF format, a 
combination of Camelot and Python libraries I used to develop this code. Name of the code 
area_Camelot_Tabula. 
    To get started, we should install the required libraries for our work:  
 tabula, matplotlib.pyplot as plt,  camelot, numpy. 
 
    We should specify the folder’s name of the folder and specific page in PDF format. Our 
example is the page with 2 tables of the CTT Company. 
 
 
 
 
 
 

 
 

31 
 
 



 
 

 
 

 
Fig. 19 The  page with 2 tables of the CTT Company in PDF format 

 
 

For visualization, both of the above libraries were tested, Camelot reflected the 
image better. 
tables = camelot.read_pdf(f"{folder_name}/{page}", flavor='stream') 
ax = camelot.plot(tables[2], kind='contour') 

 
 

  
 

 
               Fig. 20 The markup of the image using the Camelot library 
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To extract tables using the Tabula library, use the markup of the image obtained previously, 
for that, we enter the variable Area.  
tables = read_pdf(f"{folder_name}/{page}", pages="all",  
area = [[300, 100, 420, 800],  
           [480, 100, 600, 800]] 
) # [top,left,bottom,right] 

 
 

 
 

               Fig. 21 The extracted tables using the Tabula library 
 
 

   The quality of table recognition with the help of combinations of libraries is quite high. The 
only negative is that this work is labour-intensive and time-consuming.  
   To achieve the main goal, I will develop a more automated algorithm that can save time and 
improve results and performance. 

To achieve the desired and the best result for the intended goal, 5 main versions of the code 
were developed, which are presented and detailed in this section. 
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                                         Fig. 22 Workflow of the code development 
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                                 5.3  Version 1 
 

 
Split documents into pages: we used library pikepdf - splitting a pdf document into separate 
pages (one page - one new document). The name of new documents is generated as follows: 
the suffix "_n" is added to the name of the main file, where n is the serial number of the page 
[21]. 
 
Extract text:  
At the first stage, to start working on writing the code, the most frequently occurring words 
in Financial statements were provided by the Bank. The words provided were divided by me 
into 2 main groups, which represent two main reports: 
 Group 1 -  Balance-sheet and  Group 2 - Income statement.  
The more relevant words that were selected to search for the Group 1: "ativo", "activo", 
"corrent", "caixa", "capital", "passivo", "fornecedor", "client", "financiamento".  
The more relevant words that were selected to search for the Group 2: "consolidad", "gasto", 
"rendimento", "resultado", "outro", "imposto",  "perda", "financeiro", "operaciona", 
"pessoal".  
   The algorithm Version 1 tested 17 documents. 

 
 

   In Version 1, we used the most popular and effective way to extract text and tables from 
PDFs is Tabula. It is a simple Python wrapper for tabula-java that can read tables from PDFs 
and convert them to Pandas DataFrames.  
   To extract the text, we used library pdfminer is, an approach to read and parse data from 
PDF page-by-page.  The instance pdfminer allows us to extract text, words, and tables from 
the page or convert it into an image. 
 

 
Preprocessing:  In Version 1 we only used Lowercasing. This operation is responsible for 
converting upper case characters to lower representation. The advantages provided by this 
operation are centred on the analysis of words written in different ways. 
text = text.lower()  
 
Scoring: Scoring with threshold: In Version 1 the threshold was calculated with a parameter 
>= 0.4. To do this, the number of words found in the group is divided by the number of words 
in the group. 
if count_group1 / len(group1) >= 0.4 
A similar calculation was made with a threshold of 0.4 with Group 2. 

 
Extract tables and output:  Library pdfminer cannot save the table into a CSV file. In this 
regard, we used Tabula / Pandas to convert data to xlsx format. We use Tabula to retrieve 
tables, display, and save the results. Pandas contain tools for storing tables.  
    It is worth noting that a similar approach for extracting tables, displaying and saving results, 
and further storing tables was applied in all five Versions developed since it is more efficient. 
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The code allows viewing the results in a DataFrame with division into groups. The total 
number of pages found for each group is displayed by searching for similar words on the 
page. The last column shows the number of correct pages found. 

 

 
 

Fig. 23 The DataFrame with divided into groups with the total number of pages 
found for each group 

 
    The structure of all written code algorithms is built as follows: all found pages that are 
divided into several xlsx files are merged into one xls file.  
    Using the example of NOS Financial Statements, we can see that the algorithm 
extracted 2 tables located on page 178 and saved both tables in a single xlxs file with good 
recognition quality. 

 
Fig. 24 Page in PDF format with 2 tables located on the same page 
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Fig. 25 The  result of the extraction of the  2 tables located on the same page 
 

    For all written code algorithms a folder is automatically created into which PDF 
pages are uploaded. Similarly, a folder is created in which the correct xlsx files are saved. 

 
 

   The first algorithm Version 1 tested 17 documents. The algorithm found many 
additional similar pages. The accuracy of finding the correct tables equal 79 %. 
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Fig. 26 The diagrams of the accuracy of finding the correct tables using Version 1 
 

Accuracy calculation: we calculated the accuracy of all developed Versions in the 
following way, the number of correctly recognized pages was divided by the total number 
of pages that needed to be recognized and calculated as a percentage. 

 
 

                                 5.4  Version 2 
 

 
Split documents into pages: we used library pikepdf - splitting a pdf document into 
separate pages (one page - one new document) [21]. It is worth noting that this library was 
used for all written code algorithms because it is effective. 
 
Extract text: 
 
In Version 2, we tested 17 documents for words extracted from the HAM 6 code (learning 
from reporting of the 6 companies. In this code, the words contained in Group 1 and Group 
2 are HAM, and words that do not suit us, this is spam), for algorithm learning was used 
a link to the right pages.  
Code training from reporting of the 6 companies has the name 
Select_group_words_version1. 
 

 
 

Fig. 27 The HAM 6 code learning algorithm is based on reporting of the 6 
companies 
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As a result of training the algorithm based on 6 documents, the most relevant words for 
Group 1 and Group 2 were obtained. 
The more relevant words that were selected to search for the Group 1: "00", "ativos", 
"caixa", "capital", "consolidar", "corrente", "equivalente", "euro", "financeiro", "fixo", 
"noto", "outro", "passivar", "passivo", "provisão", "próprio", "reservar", "resultar", 
"total". 
The more relevant words that were selected to search for the Group 2: "00", "antar", 
"consolidar", "demonstração", "euro", "externo", "financeiro", "fornecimento", 
"imparidade",  "imposto", "noto", "outro", "perda", "pessoal", "rendimento", "resultar", 
"serviço", "sobrar". 
For text recognition, we use the pdfminer library. 
 

 
Preprocessing:  
 In Version 2 we used: 
• Lowercasing. This operation is responsible for converting upper case characters to 
lower representation.  
• We use spacy for lemmatization, bringing words back to their original form.  
• Replace all numbers in the range (1, 10)  for “0”.  
• Removed stop words and saved lemmas to a list. How many words of the Group 
were found in the text (each word is counted once).  
• Produced standardization of word usage.  
• Tokenization - this operation is a step that breaks long lines of text into smaller 
chunks or tokens. Large chunks of text can be turned into sentences, and sentences into 
words. Further processing is usually done after a piece of text has been properly 
composed. Tokenization is also known as text segmentation or lexical analysis. 
Segmentation is sometimes used to break up of a large chunk of text into pieces larger 
than words (such as paragraphs or sentences), while tokenization is for the process of 
breaking up, purely into words. 
 
Scoring: Scoring with threshold: In Version 2 the threshold was calculated with a 
parameter += 1. To do this, the number of words found in the group is divided by the 
number of words in the group. 
 
 results_line["keywords_g1"] += 1 
 
A similar calculation was made with a threshold of 1 with Group 2. 
 
 

   An algorithm was developed that calculates the ratio of the found words, determined by us 
for each group, to the total number of words in this group. That is, 'count_group1 / 
len(group1)' for Group 1 and 'count_group2 / len(group2)' for Group 2. A search for equality 
of occurrences was also carried out. An algorithm was written that sorts the pages in Group 1 
and Group 2 by the largest number of “Total _words” in each group. The results of this 
algorithm quite effectively identify the pages we need. 
   Using the example of the company LISGRÁFICA_R&C_CC, the pages required for 
extraction were determined correctly. Pages 135 and 134. 
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Fig. 28 The DataFrame with divided into groups with the largest number 
 of total _words  in each group  

 
Extracted to xlsx files pages 135 and 134 of the company LISGRÁFICA_R&C_CC look 
like this. 

 

 
 

Fig. 29 The Extracted to xlsx files page 135 of the company 
LISGRÁFICA_R&C_CC 
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Fig. 30 The Extracted to xlsx files page 134 of the company 
LISGRÁFICA_R&C_CC 

 
 

Extract tables and output:   
 
Saved the results in a DataFrame, also saved to an xlsx file. By the analogy to all implemented 
algorithms. 
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Fig. 31 The diagrams of the accuracy of finding the correct tables using Version 2 
 

   As we can see from the results of the tested algorithm 2, this code does not recognize the 
tables we need very efficiently, with the accuracy of finding the correct tables equal to 68 %. 
At the same time, it should be noted that the number of filtered pages corresponding to the 
HAM 6 word groups for recognizing the tables we need has significantly decreased, which in 
our case is a positive trend for continuing to work with the HAM algorithm. 
 
 

5.5  Version 3 
 

 
Split documents into pages: we used library pikepdf. [21]. 
 
Extract text: 
In Version 3, we tested 17 documents with words extracted from the code HAM 12 (learning 
from reporting of the 12 companies. In this code, the words contained in Group 1 and Group 
2 are HAM and words that do not suit us, this is spam), with the accuracy of finding the 
correct tables equal 97 %. Code training from reporting of the 12 companies has name  
Select_group_words_version2.  For algorithm learning was used a link to the right pages. 
 

 

 
Fig. 32 The HAM 12 code learning algorithm is based on reporting 

 of the 12 companies 
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    Together with colleagues, it was decided to partially change the words obtained by the 
HAM 12 algorithm to more relevant ones: in Group 1, the word "consolida" was added and 
the word "passivar" was excluded; in Group 2, the words "imposto", "atribuivel", "outro" 
were added, and the words "externo" , "fornecimento", "sobrar", "antar" were excluded. 
 
     As a result, the most relevant words for Group 1 and Group 2 were obtained. 
The more relevant words that were selected to search for the Group 1: "00", "ativos", "caixa", 
"capital", "consolida", "corrente", "diferir", "euro", "financeiro",  "fixo", "outro", "passivo", 
"provisão", "próprio", "reservar", "resultar", "total". 
    The more relevant words that were selected to search for the Group 2: "00', "serviço", 
"consolidar", "euro", "imposto", "demonstração", "noto", "perda", "rendimento", 
"imparidade", "resultar", "outro",  "pessoal", "atribuivel", "financeiro". 
 
    For text recognition, I use the pdfplumber library. Library pdfplumber is an approach to 
read and parse data from PDF by page-by-page. PDF allows us to extract text, words, and  
tables from the page or convert it into an image.  

 
Preprocessing:  
 
 In Version 3 we used similar directives applied in Version 2. 

 
Scoring: In Version 3 the search for equality of occurrences was also carried out. An 
algorithm was created that calculates the maximum number of matches from the group that 
could be found. A search for equality of occurrences was also carried out. An algorithm was 
created that calculates the maximum number of words from the group that could be found. 
If the number of words from the first group is the largest on the specified page, then we write 
down the document’s name, and remember how many maximum words matched the group at 
the moment. 
 
if count_group1 > documents1['count_unique']: 
documents1['names'] = [f"{name}/{file}"]        
documents1['count_unique'] = count_group1  
results_line["keywords_g1"] = 1 

                                 if file in ham[filename][0]: 
results_line["right"] += 1 

 
If the number of words from the group is equal to the maximum of those found earlier, then 
we write the name of this file too. 
 
elif count_group1 == documents1['count_unique']: 
documents1['names'].append(f"{name}/{file}")                
results_line["keywords_g1"] += 1 
 if file in ham[filename][0]: 
 results_line["right"] += 1 

 
The results of this algorithm quite effectively identify the pages we need. 
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 The next task set by the Bank was to extract information containing the name NIPC and 
Year for all Financial Statements, with further uploading along with a table in xlsx. 
I solved this problem by extracting relevant information from the name indicated in the 
Reporting of Companies. 
NIPC = filename.split("_")[1] 
year = filename.split("_")[0] 
meta_info = pd.DataFrame({'NIPC': [NIPC], 'year': [year]}) 
 
Now, the results exported in xlsx look like this. An example of uploading the Report 
Martifer_R&C_CC in xlsx. Page 94. 
 

 

 
 

Fig. 33 The Extracted to xlsx file page with extracted NIPC and Year 
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                                 Extract tables and output: 

 
Example of uploading Report CTT_R&C_CC in xlsx. Page 203. It should be noted that the 
table Income Statement is vertical in the document, but the pdfplumber library does a very 
good job of recognizing these types of tables. 
 

 
 

Fig. 34 Page in PDF format with the table Income Statement is vertical 
 

 
 

Fig. 35 The Extracted to xlsx files page using the pdfplumber library 
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Results of the implemented algorithm Version 3 with the accuracy of finding the correct 
tables equal 97 %. 
 
 

 
 
 

 
 

Fig. 36 The diagrams of the accuracy of finding the correct tables using Version 3 
 
 
 

 
 
 
 
 
 
 

 
46 

 
 
 



 
 

 
 

5.6  Version 4 
 

 
Extract text: 
    With code Version 4, we tested 19 documents with words extracted from the code HAM 
12 (learning from reporting of the 12 companies). With a similar set of the words for each 
Group, applied in Version 3.    
   
  For text recognition, we use the pdfplumber library.  
    To improve the recognition of documents of poor quality, we installed the Tesseract - OCR 
library. This function will handle the core OCR processing of images. OCR (Optical 
Character Recognition) – In other words, OCR systems convert a two-dimensional text image 
from its graphical representation to machine-readable text. The algorithm is built so that if the 
pdfplumber library does not recognize the page / text , the Tesseract - OCR library is included 
in the work. 
 
Preprocessing:  
In Version 4 we added transforming similar characters € to euro: 
 text = text.replace("€", "euro"). 
 
Other directives we use in Version 4 are similar to those that we applied in Version 3. 
 
Scoring: When developing Version 4, we used Scoring with mandatory compliance with two 
requirements. We additionally created Black_list variable - words that should not be present 
on the pages necessary for our purpose, since they contribute to the extraction of additional 
pages. In Version 4 these words are: "fluxo", "separar", "individual", "individuar", "ias", 
"hiperinflacionária", "ifrs". 
For_sure variable - a word that must be present on the pages required for the search. In this 
Version 4, this word is "demonstração". 
 
    In Version 4 the search for equality of occurrences was also carried out. An algorithm was 
created that calculates the maximum number of matches from the group that could be found. 
    If the number of words from the first group is the largest on the specified page, then we 
write down the document’s name and remember how many maximum words matched the 
group at the moment. 

 
   If the number of words from the group is equal to the maximum of those found earlier, then 
we write the name of this file too. 
The results of this algorithm quite effectively identify the pages we need. 
 

 
Fig. 37 The pages recognition result uses the algorithm that calculates the maximum 

number the matches words from the Group 
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Saved the results in a DataFrame, which is also saved to an xlsx file.  
 

An algorithm has been applied that calculates the number of words found, determined by us 
for each group, to the total number of words in this group. That is, 'count_group1 / 
len(group1)' for Group 1 and 'count_group2 / len(group2)' for Group 2. An algorithm was 
written that sorts the pages in Group 1 and Group 2 by the largest number of “Total _words” 
in each group. The results of this algorithm quite effectively identify the pages we need. 
 

 

 
 

Fig. 38 The pages recognition result uses the algorithm that calculates the largest 
number of total _words  in each group 

 
 
Extract tables and output:   
We used Tabula / Pandas to convert data to xlsx format. 
 
 
Summing up, in the development of the Version 4, we tested the financial statements of the 
19 companies. In this particular case, Tesseract - OCR library was not useful to us, because 
the quality of the documents provided allows pdfplumber to extract the necessary tables and 
recognize them with the maximum ability inherent in this library. Results of the implemented 
algorithm Version 4 with the accuracy of finding the correct tables equal 95 %. 
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Fig. 39 The diagrams of the accuracy of finding the correct tables using Version 4 
 
 
 

5.7  Version 5 
 
 

Split documents into pages: we used library pikepdf [21]. 
 
Extract text: 
     
With code Version 5 we tested the Financial statements of  the 20 companies. Of particular 
interest is the Financial statements of GALP GÁS NATURAL_R&C_CC, MOTA-
ENGIL_R&C_CC, EDP_R&C_CC, which is freely available and posted on the Internet. The 
quality of the placed documents are very poorly. The documents are likely images. 
With a similar set of the words for each Group, applied in Version 4.    
 
For text recognition, we used the pdfplumber library.  
 
    To improve the recognition of documents of poor quality, we installed the Tesseract - 
OCR library. We installed the python -   poppler. It allows to read, render, or modify PDF 
documents. 
 
We used Pillow's Image class to open the image and pytesseract to detect the string in the 
image: 
pytesseract.pytesseract.tesseract_cmd = 'C:\Program Files\Tesseract-OCR\\tesseract.exe' 
def ocr_core(img): 
    """ 
    This function will handle the core OCR processing of images. 
    """ 
    text = pytesseract.image_to_string(img, lang='por') 
 return text 
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Preprocessing:  
 
In Version 5 we used similar directives applied in Version 4. 

 
Scoring: When developing Version 5, we additionally created Black_list variable - words 
that should not be present on the pages necessary for our purpose, since they contribute to the 
extraction of additional pages. Black_list contains the words "fluxo", "separar",  "ias", 
"hiperinflacionária",  "ifrs". 
 For_sure variable - words that must be present on the pages required for the search. For_sure 
contains the words "demonstração",  "balançar". 
 
    In Version 5 the search for equality of occurrences was also carried out similar  applied in 
Version 4.  

 
The results of the code Version 5 (without used OCR) exported in xlsx look like this. An 
example of uploading the Report EDP_R&C_CC  in xlsx. Page 234. 

 

 
Fig. 40 Page in PDF format to extract data using the code Version 5 
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Fig. 41 The result of the data extraction using code Version 5 
 (without using OCR) and exported in xlsx 

 
The results of the tested code Version 5 quite effectively identify the pages we need and are 
shown below and the final results the accuracy are in the diagrams. 

 
 

 
 

Fig. 42 The results of the tested code Version 5 effectively identify  
the pages we need  
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Fig. 43 Page in PDF format (digitalized) to extract data using the code  

Version 5 with using OCR 
 
 

 
 

 
52 

 
 



 
 

 
 

 
Now, the results of the code Version 5 with used OCR exported in xlsx look like this. An 
example of uploading the Report GALP GÁS NATURAL_R&C_CC in xlsx. Page 37. 

 
 

 
 

Fig. 44 The result of the data extraction using code Version 5 with  
  using OCR and exported in xlsx 

 
 
    Summing up, in developing code Version 5, we tested the financial statements of 20 
companies. In this particular case, Tesseract - OCR library was useful, because the quality of 
the documents provided GALP GÁS NATURAL_R&C_CC did not allow pdfplumber to 
extract the necessary tables and recognize them. With the help of Tesseract - OCR, the correct 
pages of the required reporting were recognized and extracted. Results of the implemented 
code Version 5 with the accuracy of finding the correct tables and extracting them equal  
98 %.                     
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Fig. 45 The diagrams of the accuracy of finding the correct tables using Version 5 
 

 
It is worth noting that a similar Project was implemented during a student internship at the 
Banco de Portugal in Lisbon last year. In developing the code, we did not rely on an already 
implemented project. The algorithm developed by us is intellectual property. 
 
At the heart of the project previously implemented at the Bank of Portugal was the testing of 
5 links from the Internet: 
 
1. Testing the Tabula library. 
 
Testing was done to retrieve two different tables using the "tables" expression. Although the 
code was correct, the program did not recognize the two tables effectively. Thus, the 
hypothesis of extracting two tables together requires additional testing. And at the same time, 
it turned out that the intervals between tables and within tables are represented by NaN (cells 
without value). 
 
During testing, the conclusions of the student were made: 
- Tabula is a good library for pdf document analysis, although it presents some shortcomings. 
- The conversion of the document from pdf to CSV may be relevant in the search for a set of 
words or numerical values since it can detect most of the characters. 
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2. Testing Pandas libraries with Tabula. 
 
The student selected a specific area for data extraction. After selecting the area of interest, the 
pages of the analyzed document were indicated, as well as the document’s title. 
 Reading the list of regions is done through the read_pdf() function and defining the output 
format in JSON. Thus, a list is obtained, however, it does not contain values. Although the 
same document was tested as the previous demo, failed to get the expected result. 
 
The final conclusions: 
- Extracting data through the box is inefficient and impractical because the same area is 
defined for all document pages. 
 
3. Tesseract-OCR Library 
 
The student was unable to install the library, so it was not possible to test it. 
 
4. Testing the Tabula library - py. 
 
Tabula-py allows you to extract tables from PDF to DataFrame, JSON or save the file as CSV 
or JSON. 
The following demo used the tabula library to read a PDF document. 
It is normal for errors to appear, since tabula cannot read images, only text. 
Similar to what was developed earlier, the read_pdf method on the path is used, which gives 
access to the document in PDF format. The dfs2 variable is then output, which includes the 
double path method. 
 
5. Camelot Library 
 
It was impossible to use this library because the installation of Ghostscript is required. During 
the attempt to install Ghostship student credentials were placed to which. 
 
Final Solution: 
 
In this demo, the following libraries were used to parse, extract and read data from a pdf 
document. 

 
Fig. 46 Installing libraries required for analysis 

 
Variables have been created that will be needed to consider the size of the selected pdf 
document. Then csv files are created for each page of the document. 
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After receiving the various CSV, the words that made meaning to find the desired Income 
statement. It should be noted that all selected words are generic to adapt to each document’s 
words. For example, the word "Deprecia" can be formulated in terms of "Gastos de 
depreciação" or "Depreciações e amortizações". Thus, the program can read a word that has 
places or stands both in the plural and in the singular. 
The pages that contain the search words are then selected and a sequence is created that will 
be ordered according to the frequency of each page (rating). The result is the first place in an 
elaborate ranking. 
 

 
      Fig. 47 Selection of the first place of the developed rating 

 
                                 Score system: 
 

    If all or more than 50% of the words we want to find have a high frequency, the system 
will deduct a point from the page score. Otherwise, if all or more than 50% of the words we 
want to have a low frequency, the system would add a point to the page score. 
 
   The accuracy of extracting the required pages from the Financial Statements of the project 
implemented by the student from Lisbon was approximately 50%. At a time when the 
accuracy of the algorithm developed by us equals 98%. 
We calculated the accuracy of all developed Versions in the following way, the number of 
correctly recognized pages was divided by the total number of pages that needed to be 
recognized and calculated as a percentage. 
 
    High accuracy in achieving the goal is due to the following: a thorough study of the 
Python libraries related to working with TM and their huge number of features and tools. We 
studied Documentation for the library's packages. 
    Tested the main libraries to achieve the best result, including testing the Camelot library, 
Tabula, which, when used together, showed a decent result for manual extraction of tables, 
but this process is labour intensive. For the analysis of TM, preprocessing of the text was 
carried out to clean up the text and facilitate the extraction of the high-quality and necessary 
information. In our case, we used: Lowercasing, Replacing numbers with zeros, Transforming 
similar characters € to euro, Tokenization, Lemmatization, Stop word removal, and 
Standardization of word usage. We tested Tesseract - OCR, which helped us recognize and 
extract the correct pages of the required reporting. 
    Work was done on Scoring of the words, Bag of the words, when in the process of testing 
the algorithm, relevant words were selected corresponding to the words for Group 1 the 
Balance-sheet, and Group 2 - Income statement. Scoring was done with different Thresholds. 
We additionally created the Black_list variable - words that should not be present on the pages 
necessary for our purpose and For_sure variable - words that must be present on the pages 
required for the search allowed us to achieve the best result. We have worked through all the 
stages inherent in working with TM documents, in connection with which we have achieved 
progress and great results. 
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The dynamics of the development of the implemented algorithms and the progress to extract 
the necessary tables: Balance-sheet and Income statement are reflected in Fig. 46. The 
diagram of the quality progress. 
 
 

 
 

Fig. 48 The diagram of the quality progress 
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6  |  Conclusions and Future Work 
 

 
Has successfully developed the TM algorithm to extract the required Financial Statement 
tables with a high accuracy equal 98 %. 
 
    We have developed an algorithm to find document pages with a high likelihood of holding 
tables displaying the information we wish to extract. This is a necessary step in a long 
information extraction process from tables in the text. We have applied the algorithm in the 
context of companies' financial statements – mandatory reports published by accounting 
companies for their activities at the end of the year. The algorithm has been developed by 
using data analysis techniques and tools from machine learning to text mining on a set of 20 
financial statements. Information extraction from such reports is relevant as a support for the 
decisions of many economic agents, but current approaches are mainly manual and time-
consuming. 
 
   The basis of the algorithm that we implemented was text preprocessing; searching for 
relevant words for each group created to extract tables from which then we need to extract 
information; choosing the right words for the Blacklist, words that we need to exclude, and 
choosing the right words For_sure, that must be present on the page. The approach we took 
to work with extracting information from tables showed excellent results. 
    In addition, the approach includes some parameters that allow the user to influence the 
algorithm’s performance and further adapt it to the features of the tables that he wants to 
detect. The performance of the algorithm was measured on a given set of reports, as well as 
on a separate test set. The results show that we can immediately save much work without 
losing important information. 
 
   Another main advantage of this approach is that any PDF document can be converted to an 
image, after digitalizing and using optical character recognition software (OCR) that 
recognizes the text and necessary tables for further information extraction with a high 
probability of accuracy. Knowing certain keywords and exact words that are contained in 
Blacklist has the potential to improve the search for required tables to 100% with very low 
economic costs and will be sought in future work. The remaining tasks for information 
extraction from tables will also be researched in the future. 
 
    It is worth noting that a similar project was implemented during the student's internship at 
Banco de Portugal in Lisbon last year. The accuracy of the implemented project by another 
student is approximately 50 %. During the development of the code, we did not rely on an 
already implemented project. The algorithm developed by us is intellectual property. 
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Thanks to the fact that we have carefully studied the Python libraries associated with working 
with TM, and with their huge number of functions and tools. We have gone through all the 
Library Package Documentation and tested the core libraries. After the work we implemented, 
we achieved the best result by accurately extracting the tables we needed equal to 98%. 
 
    In the future, it would be interesting to apply other approaches to recognize the tables we 
need, such as Automatic Selection of Table Areas in Documents, or try to solve our main goal 
using the KNIME software. 
 
 Another important work to be continued in the future is the correlation of the results of this 
study with officially tested new data from the source. Such associations will be useful both 
for testing the proposed approach and improving the knowledge inference and extraction 
process. 
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Appendix 
 

 

 
 

Fig. 1 Stages of the text mining 
 

 
 

 
 

Fig. 3  PDF elements document 
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 Fig. 4 PDF Document structure 
 

  
Fig. 6 Table example from one of PDF files 
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Fig. 7 Standard example 

 

 
 

 
 
 
 
 
 
 

 

Fig. 8 Extracted data using the Tabula library from a page containing two tables 

 

 

 
                   

Fig. 10 Element types found on the PDF page 
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Fig. 11 Extracted data using the Camelot library from a page containing two tables. 
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