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Abstract

The field of non-destructive testing of materials is constantly evolving, allowing researchers and
engineers to solve problems in many scientific and industrial fields. Various techniques and meth-
ods have been developed such as Ultrasonic Testing, Radiographic Testing or Electromagnetic
Testing. Optical coherence tomography (OCT) is a promising imaging technique, offering a great
capability of non-invasive, cross-sectional, in vivo, high resolution and three-dimensional tomo-
graphic imaging. As a non-destructive testing technique, optical coherence tomography has better
spatial resolution than ultrasonic testing and better depth penetration and a larger scan area than
microscopy. However, the lateral field of view (FOV) of OCT is extremely limited, deterring the
macroscopic examination of surface areas. In this dissertation, this issue was tackled, and a multi-
volume registration algorithm was developed to stitch multiple OCT volumes and generate a 3D
volume of the scanned area. Using a rotational stage is possible to scan an object with a circular
geometry from multiple angles and get a complete notion of the totality of its volume. First, we ac-
quired a dataset with multiple overlapping OCT volumes. Then, image pre-processing techniques
were used to denoise and prepare the volumes and images for the registration process. After, image
registration methods were used to estimate the translation between consecutive volumes. Finally,
after stitching all volumes together, one single volume was successfully generated.
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Chapter 1

Introduction

Non-destructive testing (NDT) consists of a variety of methods to evaluate the properties of a

material, component, structure or system without damaging it or destroying its serviceability [9].

This assessment is mainly focused on the material integrity for surface or internal flaws or the

discontinuities and differences in material characteristics. The field of non-destructive testing of

materials is constantly evolving, allowing researchers and engineers to solve problems in many

scientific and industrial fields. Today modern non-destructive tests are used in manufacturing and

are integral part of the oil and gas and petrochemical industries, along with several other industries,

including chemicals, aerospace, military and defense, and automotive [10].

A wide range of techniques and approaches are used in the NDT field, the most common being

Visual Testing, Ultrasonic Testing, Radiographic Testing, Electromagnetic Testing, Magnetic Par-

ticle Testing, Liquid Penetrant Testing, Leak Testing and Acoustic Emission Testing [11]. How-

ever, applications like examination of artworks or objects composed of thin layers [12] require a

fast, contactless, non-invasive, and high-resolution imaging of subsurface features at the microm-

eter range, which is still very limited [13]. When selecting an optical non-destructive technique

for imaging of subsurface features, both spatial and depth resolution will have to be considered,

as well as the light penetration [14].

One technology that meets all these requirements is optical coherence tomography (OCT).

OCT is a purely optical, non-destructive, non-invasive, and contactless high resolution imaging

method, allowing the acquisition of one up to three spatial dimensional depth resolved image data

of sub-surface regions in real time for in-situ process feedback. Depending on the material, pene-

tration depths of several millimeters can be achieved, thus providing an attractive solution that can

be used both as a stand-alone and as a process-integrated solution [15]. As a non-destructive test-

ing technique, optical coherence tomography has better spatial resolution than ultrasonic testing

and better depth penetration than microscopy. A sample OCT image can be seen in Figure 1.1.
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2 Introduction

Figure 1.1: Sample OCT image [1]

1.1 Overview and Research Aims

Current optical coherence tomography (OCT) imaging systems are impaired with a relatively short

ranging distance and small field of view (FOV). Such narrow FOV can be a key impediment to

many possible applications for this technology, where a more complete notion of the imaging

structure is needed. Therefore, with the aim of expanding further in vivo OCT applications, there

has been a rising interest in seeking solutions to these limitations.

The goal of this dissertation is to develop a 3D reconstruction algorithm capable of stitching

multiple OCT volumes in order to increase the field of view (FOV) of this imaging method, making

it a viable tool in an industrial environment for non-destructive testing purposes. Since the problem

at hand is the imaging of an object with a circular symmetry, using a rotational stage and/or it is

possible to scan the whole object from multiple angles, allowing a macro understanding of the

whole imaging surface. The OCT volumes give surface and subsurface information that can be

useful for the analysis of the imaging surface.

During the first phase of the project, we had to get familiarized and setup the OCT system

with the rotational stage and the robotic arm, while also programming the respective control soft-

ware. Then, after establishing the communication between the different components, we acquired

a dataset of overlapping OCT volumes by imaging adjacent volumes of an circular object. Then,

we applied image pre-processing techniques such as image smoothing and morphological opera-

tions to remove the inherent noise present in the OCT volumes in order to enable the registration

process. After, we used image registration methods to estimate the translation between adjacent
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volumes, namely template matching. Finally, after stitching all volumes together, we successfully

obtained one single volume. In the end, the display of OCT data was greatly improved, allowing

a better assessment of the properties of the structure in question.

1.2 Related work

Numerous 3D OCT registration algorithms have been proposed in the literature. The majority of

the research on registration of 3D OCT is directed on the 2D registration of planar projections

of volumes. One paper presented a multi-tile registration algorithm based on phase correlation

to determine the translation among all image pairs [16]. Registration of medical OCT en face

fundus images (images that provide an en-face view of any given layer within the volume) was

also successfully achieved by utilizing blood vessel ridges as distinguishable features. Stitching of

volumetric OCT data was accomplished by using external navigation data and further microscopic

images [17]. A novel algorithm performs the stitching of multiple 3D OCT overlapping volumes

by utilizing dense volumetric pixels (voxel) information in the registration procedure. Another

work performed rigid registration OCT volumes using a 3D extension of the well known 2D SIFT

feature detector. Later, this method was improved to have an additional depth alignment [18].

1.3 Main contributions

This dissertation proposes an efficient and accurate registration method for OCT volumes. The

major contributions of this thesis are:

• The setup and control of the complete imaging system.

• The acquisition of a dataset with overlapping OCT volumes.

• The presentation of a novel method to register multiple 3D OCT volumes using image pre-

processing, denoising and template matching techniques.

• The robustness of the method is displayed on OCT volumes acquired in an industrial envi-

ronment

1.4 Outline of Dissertation

In addition to this chapter, the organization of the thesis is as follows. Chapter 2 provides a

solid introduction to optical coherence tomography and its principles, then presents its main two

methodologies and some of its challenges. Chapter 3 introduces image pre-processing techniques

used to filter and denoise an image. Chapter 4 explains the image stitching process and some of the

most important methods. Chapter 5 describes the OCT imaging system and the remaining hard-

ware used in our experiments, and respective control software. Chapter 6 proposes a framework
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of an automated stitching algorithm for Wide Field-of-View OCT and presents our experimental

results. Chapter 7 draws some concluding remarks and explores future endeavors.



Chapter 2

Optical coherence tomography

2.1 Introduction to optical coherence tomography

Optical coherence tomography (OCT) is an emerging non-invasive, high-resolution optical imag-

ing modality [12]. As other tomographic techniques, it generates cross-sectional images or slices

through a three-dimensional object. Initially applied to the medical field [19], it distinguished it-

self by generating depth-resolved tomographic images in real time for in-situ process feedback, by

extracting information of optical scattering from subsurface regions. Depending on the material,

penetration depths of several millimeters can be achieved, thus providing an attractive solution

that can be used both as a stand-alone and as a process-integrated solution [15].

In comparison to other 3D imaging modalities, OCT fulfills a space between optical confocal

microscopy and ultrasound imaging, having better depth penetration and a larger scan area than

the former and a better spatial resolution than the later. Current OCT technologies have axial

resolutions ranging from 1 to 15 m, approximately 10–100 times finer than standard ultrasound

imaging [20], while being able to reach higher penetration depths 1-3mm compared to only 250µm

provided by the confocal microscopy devices [21, 22]. A comparison between these imaging

methods by their resolutions and penetration depths in tissues is shown in Figure 2.1.

Abundant innovation and rich technology advancements achieved in the last few years regard-

ing interference technologies, optical instruments,light sources along with faster data acquisition

and processing methods have extended the application of OCT systems in a variety of medical

fields such as dermatology, ophthalmology and cardiology [23]. In addition, OCT technology

is also being applied in other fields, especially in the field of industrial measurement as well as

artwork examination and restoration [24].

2.1.1 Principles of optical coherence tomography

Optical coherence tomography can be correlated to ultrasound imaging because of the analogous

working principles. An ultrasound scanner generates ultrasound waves, directing them to the

imaging sample, and measures the magnitude and traveling time of returning echoes [25]. This

5



6 Optical coherence tomography

Figure 2.1: Comparison of image resolution and depth of penetration between OCT and other
image modalities [2]

analysis of the back reflected waves and respective delay indicates the depth in which the reflec-

tion occurred, creating ultrasound images. OCT implements a comparable pulse-echo imaging

principle but utilizes light instead of sound waves, as an information medium. Nonetheless, since

light travels much faster than sound it is difficult to measure the delays of the back reflected waves

directly. Thus, OCT uses low-coherence interferometry to evaluate the returning optical echoes

and travelling time with high sensitivity [26].

Making use of an interferometer, the light is split into two light beams, with one being directed

to the sample and the other being sent to a reference arm, with known light path length and time

delay. A subsequent combination of the returning echoes from both paths occurs at the interfer-

ometer output [21]. There, in certain circumstances, interference may be observed, being stronger

when the reference and sample path lengths differ by less than the coherence length, which is the

propagation distance over which a coherent light wave maintains a specific degree of coherence

[20]. Therefore, to acquire images with high axial resolution the path length differences have to be

minimal and a low-coherence light source, with a broad bandwidth of light spectrum, is required

in OCT. Following the measurement of the interference, is possible to compute the magnitude and

time delay of the optical waves by implementing signal demodulation methods.

A generic OCT system schematic is illustrated in Figure 2.2 [3]. Light from a low-coherence

source is directed into a simple Michelson interferometer, implemented using a 2 × 2 fiber–optic
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coupler, where the incident optical power is split into reference and sample arms. In the first arm,

the light is reflected by a mirror, where in the second arm, the light is focused on the sample

through different objective lenses to scan the desired spot [21]. Then, the back-scattered light

echoes from the sample are redirected back into the corresponding fiber and recombined at the

coupler with the returning reference arm [3], generating an interference pattern, which is recorded

by the detector [2]. The detector will measure the intensity of the resulting interfering beams,

and then the resulting signal is sent to the signal processing unit [21]. For each sample point,

a complete depth reflectivity profile is obtained, generating a A-scan [27]. Moving the focused

beam across the sample in a straight line generates a 2D cross-sectional image. known as B-scan.

The concatenation of the B-scans sections produces a 3D OCT image [21].

Figure 2.2: Schematic of a generic fiber-optic OCT system. Bold lines represent fiber optic paths,
red lines represent free-space optical paths, and thin lines represent electronic signal paths [3]

2.2 Different OCT techniques

In the first generation of OCT systems the image was acquired point-by-point by scanning a laser

beam through the sample and repetitively moving the reference arm mirror mechanically [28].

This method known as time-domain OCT (TD-OCT) has a low signal-to-noise ratio (SNR) bound-

ing its A-scan rate to a few kilohertz, due to the coherent noise displayed in all wavelengths caused

by the scanning reference delay arm.

The second-generation of OCT introduced spectral interferometry. This technique was named

Fourier-Domain OCT (FD-OCT) and is able to get depth information by measuring the interfer-

ence spectrum in Fourier domain [29]. The reference arm mirror is fixed in a set distance and does
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not execute mechanical optical path scanning. The coherent superposition of the back-scattered

light from different depths of the sample and the reference generates the interference signal, which

is then measured in the form of spectrum, eliminating coherent noise [30]. This detection method

was proved to have a powerful system SNR and sensitivity advantage (20-30 dB) over time do-

main detection [2]. This increased sensitivity corresponds to a faster imaging speed, leading up to

a 100 to 1000 times faster acquisition. FD-OCT may be further sub-categorized into two methods:

spectral-domain OCT (SD-OCT) and swept-source OCT (SS-OCT).

In SD-OCT, a broad bandwidth low-coherence light source is used, emitting a continuous wave

[31]. The recombined interference signal is split according to the optical frequency and measured

by a spectrometer. The spectrally-resolved interference fringe pattern is then recorded simultane-

ously by a linear detector, for instance a line-scan camera. Afterwards, the depth-resolved profile

is obtained by executing inverse Fourier transform in the post-processing phase.

In contrast, SS-OCT takes advantage of a rapid wavelength-sweeping light source, that ramps

through a range of frequencies [32]. Throughout one sweep, the spectral interference pattern is

detected by a high-speed (>100 MHz) photo-detector. This generates a spectral interferogram

with fringe patterns, with the frequency content separated in time. The interferogram comprises

information regarding every depth layers of the sample simultaneously. Finally, a Fourier trans-

formation is performed to compute the depth profile.

2.3 Challenges in OCT imaging

The nature of multi-dimensional OCT data introduces a whole range of challenges, from the ac-

quisition and manipulation of very large datasets to the processing, analysis and visualization of

the data. One of the main problems of OCT, similarly to all coherent imaging techniques, is the

inherent image quality corruption due to its optical system design. Fundamentally, speckle noise is

the dominating quality degrading factor in OCT images [33]. Its presence can potentially deeply

affect the OCT signal and overshadow significant morphological details and features.

2.3.1 Noise in OCT images

The signal-to-noise ratio is a way to measure the image quality, with higher values meaning better

quality. The signal-to-noise ratio (SNR) can be defined as: [34]:

SNR =
F
E

=
∑(x,y) v2(x,y)

∑(x,y) f 2(x,y)
(2.1)

where E is the total square value of the noise contribution and F is the total square value of the

observed signal.
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Commonly, it is represented in the logarithmic scale, in decibels (dB), since differences of

signal and noise can have a large dynamic range, being very small or very large:

SNRdB = 10log10SNR (2.2)

As mentioned previously, speckle noise is the main cause for the degradation of the OCT

image quality. As an irregular granular pattern, it is generated by multiple forward and backward

scattering of light waves. The speckle is characterized by a Rayleigh distribution [35], that,

besides the system’s optical properties, can be impacted by the motion of the imaging sample,

size and temporal coherence of light source, and aperture of the detector. Speckle is classified

as a multiplicative noise, opposed to Gaussian additive noise [36]. A typical retinal OCT image

degraded by speckle noise is shown in Figure 2.3

Figure 2.3: Typical retinal OCT image degraded by speckle noise [4]

Numerous OCT denoising techniques, from both hardware and software approaches, have

been implemented for reducing speckle noise in OCT images. Without the need to make any

changes to the physical system and rising the data acquisition time, post-processing techniques

are more favorable. In the next chapter we will dive into some of these techniques. Overall, the

choice of a denoising method is application specific, thus an evaluation a priori must be performed

in order to select the optimal denoising tool.
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Chapter 3

Image pre-processing

Image pre-processing can be viewed as the operations performed on images at the lowest level

of abstraction, with intensity images constituting both input and output [37]. These images nor-

mally correspond to the original data acquired by the sensor, with an intensity image typically

represented by a two-dimensional array or matrix of brightness values, ranging between 0 and

255.

Pre-processing does not increase image information content but usually decreases it [38].

Therefore, from an information handling perspective there is no better pre-processing than no pre-

processing - meaning that concentrating on high quality image acquisition is the best way to keep

the the most information possible. However, image pre-processing is extremely useful in various

situations because information irrelevant in a specific context can be suppressed. Thus, the main

goal of pre-processing is the improvement of the image data, by eliminating unwanted distortions

or enhancing certain image features meaningful for additional processing or analysis.

The majority of images have significant redundancy of information, enabling image pre-

processing techniques to analyze data to discover image properties in a statistical understand-

ing. Such properties can be utilized to suppress undesired degradation like noise or to improve

the image. Pixels in the same neighborhood corresponding to actual objects generally possess

the comparable brightness value, therefore by picking out a distorted pixel from the image it is

possible to recover it as an average value of the neighboring pixels.

Image Pre-Processing techniques can be categorized in four main types [38]:

• Local pre-processing

• Image restoration

In this chapter we will focus on the local pre-processing methods. These techniques achieve

a new brightness value of a pixel in the output image by using a small amount of neighbouring

points in the input image. Image smoothing methods, Edge detection methods and Morphological

operations will be the main methods that we will discuss ahead.

11
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3.1 Image smoothing methods

Image smoothing methods take advantage of redundancy in image data to eliminate noise or other

small fluctuations in the image. However, smoothing can also blur sharp image edges so smooth-

ing methods with edge preserving capabilities are preferred. These methods apply averaging in

homogeneous local neighborhoods.

One of the most commonly used smoothing methods is the Gaussian filter. It modifies the

input image by convolution with a Gaussian function. The 2D Gaussian smoothing operator G(x,

y) is given by:

G(x,y) =
1

2πσ2 e−(x
2+y2)/2σ2

(3.1)

Where σ is the standard deviation of the distribution, that can be adjusted to define the size of

the neighborhood on which the Gaussian filter operates. The continuous Gaussian functions have

to be subjected to an discretization process in order to be stored as discrete pixels. An integer

valued 5 by 5 convolution kernel approximating a Gaussian filter with a σ equal to 1 is displayed

in Figure 3.1. An example of an application of the Gaussian filter is shown in Figure 3.2.

Figure 3.1: 5-by-5 convolution kernel

Median filtering is another popular smoothing method. This non-linear technique suppresses

image noise while avoiding the blurring of sharp edges and can be applied iteratively. The bright-

ness value of the current pixel in the image is replaced by the median of the brightness values in its

neighborhood, usually of size 3-by-3 or 4-by-4. The process of Median filtering is demonstrated

in Figure 3.3. An example of an application of the Median filter is shown in Figure 3.4.

The median in the neighborhood is unaffected by single noise spikes, thus median smoothing

suppresses impulse noise with great success. The major drawback of median filtering in a square

neighborhood is the damage on thin lines and sharp corners. However this can be avoided by

employing another shape of neighborhood.
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(a) Original Image (b) Gaussian Filtered Image

Figure 3.2: Original Image a) Vs. Gaussian Filtered Image with sigma = 2 b)

3.2 Edge detection methods

Edges are locations where the intensity image function experiences abrupt changes. Therefore,

edge detectors are local image pre-processing methods able to find changes in the brightness func-

tion.

Edge can be considered a property attached to an individual pixel and is a vector variable with

two components, magnitude and direction. The edge magnitude is the magnitude of the gradient

while the edge direction has an angle of rotation of -π/2 relative to the gradient direction, which

provides the direction of maximum growth of the function.

The gradient magnitude

|grad g(x,y)|=

√(
∂g
∂x

)2

+

(
∂g
∂y

)2

(3.2)

and gradient direction

φ = arg
(

∂g
∂x

,
∂g
∂y

)
(3.3)

are continuous image functions where arg(x, y) represents the angle (in radians) from the x

axis to the point (x, y).

A digital image is discrete by definition so the previous equations, containing derivatives, have

to be approximated by difference of the input image g, The first differences in the vertical direction

for fixed i and in the horizontal direction for fixed j are determined by:

∆ig(i, j) = g(i, j)−g(i−n, j) , ∆ jg(i, j) = g(i, j)−g(i, j−n) (3.4)
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Figure 3.3: Example of Median Filtering with a [3 3] window

where n is a small integer, normally 1, selected to give a good approximation to the derivative

while ignoring unimportant alterations in the image function.

Most gradient operators find an approximation for derivatives of the image function using

difference. These methods use one or several convolution masks. Some examples are Roberts,

Laplace, Sobel, Prewitt, and Kirsch operators.The main drawback of these previous methods is

their scale dependence and noise sensitivity.

Canny edge detector is also another popular method optimal for step edges corrupted by white

noise. It resembles the Sobel-style gradient magnitude and direction techniques, but goes further

and some additional post-processing to clean up the edges is performed.

Another category of operators are established on zero-crossings of the image function second

derivative. These methods are more robust than small-size gradient detectors and can be calculated

as a Laplacian of Gaussians (LoG) or as a difference of Gaussians (DoG) [39].

(a) Original Image (b) Median Filtered Image

Figure 3.4: Original Image a) Vs. Median Filtered Image with neighborhood size = [3 3] b)
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3.3 Morphological operations

Mathematical morphology is a broad set of image processing operations that aims to alter the shape

or morphology of features in an image. Through non-linear operations, the image is changed,

presumably for the better, by suppressing shape noise or outliers and strengthening predominant

shape characteristics [40].

Morphological operations are usually applied to binary images, whose pixels can have one of

exactly two colors, normally black and white. These images may contain numerous imperfections,

such as noise and distortions caused by simple thresholding. Therefore, morphological operations

are used to eliminate these imperfections, taking in consideration the form and structure of the

image [41]. For example, isolated pixels could be removed and thin features could be enlarged

while preserving the main shape.

Morphological operations establish a relation between an image and a small shape or template

named structuring element. It guides the morphology process by specifying the surrounding pixels

utilized in the processing of each pixel. Moving the structuring element systematically across the

entire image, an output image is obtained by storing the result (either zero or one) of the its relation

with the image in each position.

The structuring element is a small matrix, whose elements can be either 0 or 1 :

• The matrix dimensions define the size of the structuring element.

• The distribution of zeros and ones defines the shape of the structuring element.

• The structuring element is expressed with respect to a local origin, that may be located

outside of the structuring element.

Two types of structuring elements at different sizes are shown in Figure 3.5. Some operations

evaluate if the structuring element "fits" within the neighbourhood, while others test if it "hits" the

neighbourhood. These methods revolve around checking for each ’1’ in structuring element if the

pixel at the same position in the input image is also a ‘1’. If this is true for at least one of its pixels,

the structuring element hits the image at the current pixel position. On the other hand, if this is

true for all of its pixels, the structuring element fits the image at the current pixel position.

The fundamental operators of morphology include dilation, which expands objects, and ero-

sion which shrinks them [42]. From a combination of these two, more complex morphological

operators are obtained, for instance opening and closing. In any case, the number of pixels altered

from the objects in an image is dependent on the size and shape of the structuring element applied.

3.3.1 Fundamental operations

Dilation is a morphological operation that adds pixels to the boundaries of objects in an image,

turning them more visible and filling in small holes [5]. The dilation of an image f by a structuring
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Figure 3.5: Two types of structuring elements at different sizes [5]

element s that generates a new binary image g is given by

g = f ⊕ s (3.5)

In the output image g, the value of the output pixel is the maximum value of all neighbouring

pixels. This means that when moving the structuring element s across the entire image, if it hits

the input image f, the value of the output pixel in the current location of the structuring element’s

origin (x,y) will be equal to one, i.e. g(x,y) = 1 if s hits f and 0 otherwise, reiterating for all possible

coordinates (x,y). An example of dilation of a binary image using a structuring element 3-by-3 is

shown in Figure 3.6.

Erosion is a morphological operation that removes pixels on object boundaries, eliminating

islands and small objects so that only significant objects are preserved [5]. The erosion of an

image f by a structuring element s that generates a new binary image g is given by

g = f 	 s (3.6)

In the output image g, the value of the output pixel is the minimum value of all neighbouring

pixels. This means that when moving the structuring element s across the entire image, if it fits

the input image f, the value of the output pixel in the current location of the structuring element’s

origin (x,y) will be equal to one, i.e. g(x,y) = 1 if s fits f and 0 otherwise, reiterating for all possible
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Figure 3.6: Dilation of a binary image [5]

coordinates (x,y). An example of erosion of a binary image using a structuring element 3-by-3 is

shown in Figure 3.8.

3.3.2 Compound operations

The different combinations of dilation and erosion leads to many complex morphological oper-

ations useful to image processing. These are designated compound operations. The two most

popular compound operations are opening and closing.

Opening is a morphological operation that deals with the decreased object size when using

erosion to erase small noisy objects or fractured parts of bigger objects [5]. Indeed, it only

removes small objects or narrow lines from the image while preserving the size and shape of

objects of bigger dimensions in the image. The opening operation performs an erosion on image

f followed by an dilation on the eroded image, using the same structuring element s for both

operations. The output image g is given by:

g = f ◦ s = ( f 	 s)⊕ s (3.7)

Closing is a morphological operation that deals with the increased object size when using

dilation to fill the holes in objects [5]. Indeed, it fills small holes from an image while preserving

the size and shape of objects in the image. The closing operation performs a dilation on image

f followed by an erosion on the dilated image, using the same structuring element s for both

operations. The output image g is given by:

g = f • s = ( f ⊕ s)	 s (3.8)

Both opening and closing are idempotent operations. This means that they can only be applied

once with the same structuring element. The same operation applied again have no further effect

on that image [40].
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Figure 3.7: Dilation of a binary image with different structuring elements [5]

Figure 3.8: Erosion of a binary image [5]

Figure 3.9: Erosion of a binary image with different structuring elements [5]
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Figure 3.10: Opening of a binary image [5]

Figure 3.11: Example of the opening method applied on a binary image [5]

Figure 3.12: Closing of a binary image [5]

Figure 3.13: Example of the closing method applied on a binary image [5]
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Chapter 4

Image stitching

Image stitching is the process of combining and blending multiple images with overlapping areas

to form a new panoramic image of high resolution [43, 44]. However, the majority of image

stitching methods require exact overlap between images and identical exposure to deliver optimal

results. This process can be divided in three steps- image calibration, image registration and image

blending.

Image Calibration reduces the variations that may happen between an ideal lens model and ac-

tual camera lens model used [43]. By calibrating the pixels to be stitched, it provides a correction

for deformations and exposure differences.

Image registration can be defined as a process that transforms different sets of images into a

particular coordinate system [43]. These images may have been captured by different imaging

equipment or lens or even taken at distinct time intervals and viewpoints. Through this process,

points in two separate images that match the same anatomical point are mapped to one another.

Image blending involves the execution of the adjustments identified in the calibration stage as

well as the seamless stitching of the images in the overlapping area [43]. This process blends

the images together, correcting the seam line to minimize the intensity difference of overlapping

pixels.

4.1 Image registration

The goal of image registration is to overlay two or more images of the same object that may differ

due to differences in acquisition times, angles, scene and/or sensors used. It geometrically aligns

two images: the stationary one is named reference image, while the ones being shift relative to the

reference image are named target images [45].

Image registration techniques follow two main approaches: feature-based methods and area-

based methods [46]. Feature-based techniques selectively extract sparse feature points and then

perform a comparison between them. On the other hand, area-based techniques estimate a corre-

spondence between images using a fixed size window or even entire images.
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Feature-based methods first identify main feature points of each image. Subsequently, a com-

parison between the two sets of features is made and common features between a reference image

and a target image are determined. Finally, a point-by-point mapping between them is estimated.

This process is based on correlating points, lines, edges, corners or other shapes [46]. These

features should be consistent over time, distinct, well distributed across the image and efficiently

detectable in both images. The most prominent feature-based techniques are Harris [47], Scale-

Invariant Feature Transform (SIFT) [48], Speeded Up Robust Features (SURF) [49] and ORB

[50]. These methods have a high degree of robustness and are invariant to image scale, translation

and rotation. However, it is hard to find prominent features in OCT images so an automatic 3D

feature selection algorithm is difficult to implement.

Alternatively, area-based methods are established on a statistical comparison between a small

window of points in the reference image and windows of equal size in the target image. After

finding the window in the target image which best matches all potential windows in the reference

image, their respective centers are taken as the control points. Later, control points are utilized

to calculate the transformation parameters [45]. This comparison employs similarity metrics,

that evaluate the similarity between the windows, and is maximized across the entire potential

candidate matches selection. The comparison can be performed either in the spatial domain with

Normalized Cross-Correlation (NCC) or in the frequency domain with Phase Correlation [51].

These methods are able to successfully register images by utilising all image information, but

their application is greatly limited to images taken in the same plane, allowing only shift and small

rotation between the images.

4.1.1 Normalized Cross-Correlation

Normalized cross-correlation is an image registration method commonly used for template match-

ing or pattern recognition. It detects a sub-image in the reference image that constitutes the best

match for the selected template [52]. Let I be the reference image with the size of M*N pixels, and

t be the template image with the size of m*n pixels, where t is small compared to I. As illustrated

in Figure 4.1, the template image t slides on the reference image I, and the similarity between

template t and sub-image f(x,y) is measured by using the normalized cross-correlation function

when the template t slides to the position (u,v). The normalized cross-correlation between them is

given by:

C(u,v) =
∑x,y

[
f (x,y)− fu,v

]
[t(x−u,y− v)− t]{

∑x,y
[

f (x,y)− fu,v
]2

∑x,y [t(x−u,y− v)− t]2
}0.5 (4.1)

where f(x,y) is the pixel value of the reference image I at (x,y), t(x,y) is the pixel value of

the template image t at (x,y), t is the average pixel value of the template image t and fu,v is

average pixel value of f(x,y) in the region under the template. It should be pointed that in Equation

4.1, both images are subtracted by the respective mean followed by a division by their standard

deviation prior to calculating cross-correlation. This normalization step can increase performance

and accuracy in template matching when f and t possess different local intensities levels.
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Figure 4.1: Principle of template-matching [6]

Finally, a correlation map C is generated by computing NCC for all possible sub-images f in

the reference image I by moving the template image t across the whole reference image. The peak

on the cross-correlation map indicates the best match position, denoting the position of t in I.

4.2 Image blending

Image blending techniques aims at blending multiples images into a single seamless image, tak-

ing into consideration their overlapping areas [53, 54]. Merging two different image without an

appropriated blending algorithm, usually by attaching the source image onto a target image, may

generate an unnatural output image. The seam can be very noticeable, making it particularly both-

ering. Therefore, image blending focuses on producing a final blended image with a more natural

look of the the merged area, with both input images having a fitting contribution to the output

image. One example that can be used to show the effectiveness of image blending methods is pre-

sented below. In Figure 4.2 we have the original images that we pretend to blend, one of an apple

and one of an orange. If we simply put the images together, we get an image with sharp edges and

a visible seam, shown in Figure 4.3 a). A final image obtained after using image blending methods

is shown in Figure 4.3 b), where the sharp edges and the seam are visibly less notable.

The image blending process normally only takes place in the overlapping regions, which are

established on the stitching phase [55]. When the overlapping areas between input images are

substantial, and their intensity values in these areas do not fully match, some degree ghosting

or ‘blurring’ can be perceptible in the output image. On the other hand, when the overlap is

limited to a small area, the seams can be obvious in the output image. Therefore, to smooth

the transition between two images and create a single seamless panoramic image, multiple image

blending methods have been proposed.
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(a) Original Image Apple (b) Original Image Orange

Figure 4.2: Original Image Apple a) and Original Image Orange b)

(a) Final Image not blended (b) Final Image blended

Figure 4.3: Final Image not blended b) vs Final Image blended b)
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The most simplistic image blending method is just averaging the intensity value of the pixels

from both images in the overlapping region [56]. Considering a pair of images I1(x,y) and I2(x,y)

with an overlapping area AI1,I2(x,y), in the blended image Iblended , the intensity value of a pixel

situated at (i, j) ⊆ AI1,I2 would be the average intensity of the corresponding pixels from I1 and I2:

Iblended(i, j) =
1
2
(I1(i, j)+ I2(i, j)) (4.2)

In this work, we propose an image blending process on the basis of the distance of the pixel

in the overlapping area to the nearest non-overlapping pixel in both images. Considering again

a pair of images I1(x,y) and I2(x,y) with an overlapping area AI1,I2(x,y), the blended image is

computed through a weighting system establish on the distances of the pixel in hand to the clos-

est non-overlapping pixel from both images. The main idea of this blending method is to give

more weight to the intensity of the pixel closer to the non-overlapping area. So, if a pixel in the

overlapping region is far from the non-overlapping region in the first image but is closer from the

non-overlapping region in the second image, its intensity in the blended image will be closer to

the intensity of the pixel in the second image. In the blended image Iblended , the intensity value of

a pixel situated at (i, j) ⊆ AI1,I2(i, j) depends on both the distance to the non-overlapping pixel in

image I1(x,y), d1(i, j), and the distance to the non-overlapping pixel in image I2(x,y), d2(i, j):

Iblended(i, j) = I1(i, j)w1(i, j)+ I2(i, j)w2(i, j)

w1(i, j) = 1− d1

d1 +d2

w2(i, j) = 1− d2

d1 +d2

(4.3)

where the condition below is satisfied:

w1(i, j)+w2(i, j) = 1 (4.4)

Note that for both w1(i, j) and w2(i, j) the fraction is subtracted from one since the value of

a pixel in the overlap area close to the non-overlapping area in a certain image should be more

similar to the value of the corresponding pixel in the image in question.
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Chapter 5

System components and configuration

The OCT imaging within an industrial context is quite distinct from the imaging done in a con-

trolled environment like a laboratory since it is not isolated from vibration and temperature. The

structures to image have a different geometry and much bigger dimensions compared to common

surfaces where OCT systems are applied; in most cases, the imaging is performed in very specific

and small areas, for example the retina or coronary arteries in the medical field. When imaging an

object with a circular symmetry a conventional OCT setup is not sufficient.

Since the Field of View of an OCT system is small, to build a complete 3D OCT image

of an object of sizeable dimensions, like a glass cup or a water bottle, we need to incorporate

some type of movement, either from the object or the imaging system. In the beginning of the

project, due to its simplicity a rotational stage would be utilized. This would allow a greater focus

on the data processing part and a proper calibration of the OCT system. Later, the goal would

be the implementation of the system with a robotic arm, making it applicable in an industrial

environment. Here instead of moving the object itself, we move the imaging system, by attaching

the sample arm of the interferometer on the robotic arm. Obviously, this will make the problem

much more complex, depending on the robot’s degrees of freedom.

This later part of the project would be possible because the OCT system that we intended

to use, an infrared-light OCT system, had a movable sample arm. So, the planned final system

setup was the infrared-light OCT system combined with a robotic arm. However, during our work

we faced a problem with the trigger of the camera of the infrared-light OCT system. In fact,

the trigger speed of the camera was extremely inconsistent and did not match the value defined

by the control software, up to the ten times slower than the demanded. Therefore, the infrared

camera could not be triggered and controlled correctly rendering the use of the infrared-light OCT

system impossible. So we had to switch and continue our work with another system, a visible-

light OCT system. This new system is very sensitive due to its design and its setup doesn’t allow

any movement of the sample arm so the implementation with the robotic arm was not possible.

Therefore, our final system setup was the visible-light OCT system combined with a rotational

stage.

In this chapter we give an overview of the system components used during our work. We also
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describe their respective control software and their integration within the system. Regarding the

system components, note that we will present the two OCT systems, one with an infrared light

source and one with a visible light source. We will also detail the characteristics of a rotational

stage and a robotic arm. Finally, we will describe how to control the OCT systems, the rotational

stage and the robotic arm and how to integrate these components.

5.1 System components

5.1.1 Infrared-light OCT system

The infrared-light OCT system consist in a fiber-based interferometer, some free space compo-

nents, an SLD as a light source and a spectrometer. The SLD light source is a broadband SLD

centered around 1550 nm with a bandwidth of 50 nm and a total output power of 22 mW (Thor-

labs – S5FC1005S). The light from the SLD is injected into the interferometer using a broadband

circulator (Thorlabs - 6015-3-APC). The circulator acts as a protection for the SLD as it avoids

any light returning into the light source. The interferometer is a Michelson interferometer based

on a broadband fiber coupler (Thorlabs - TW1550R5A2). The reference path of the interferom-

eter is made of flat mirror (Thorlabs - PF10-03-G01 ) mounted a on translation stage (Thorlabs

– SM1ZA ). The sample arm of the interferometer consists of a pair of galvo-scanner (Thorlabs

– GVS012/M), a pair of achromatic lenses (Thorlabs – AC254-030-C-ML) acting as a telecentric

configuration and an objective lens (Thorlabs -– AC254-030-C-ML ). The spectrometer is sensi-

tive from 1500 nm up to 1600 nm and has a maximum linerate of 1 kHz (Ocean Optics – NIR

Quest 512). A photo of the infrared-light OCT system can be seen in the Figure 5.1

5.1.2 Visible-light OCT system

The visible-light optical coherence tomography system used in this dissertation is established on

four major components, shown in the Figure 5.2 [7]. First, the system adopts a supercontinuum

light source (Electro VISIR- Leukos (France)), with a full spectrum that spans from 450 nm to

2400 nm and a total optical power near 200 mW. Using bulk optical filters, it is filtered to illuminate

the interferometer with visible light, for wavelengths from 450 nm up to 700nm and roughly 8 mW

of optical power. Second, the interferometer is a Michelson interferometer, based on bulk optics.

Third, the spectrometer used is a ultra-broad spectrometer (COBRA VIS – Wasatch Photonics

(United States)), with a sensitivity bandwidth spanning from 500 nm to 700 nm. Finally, there

is a custom designed interface implemented on LabView 2020, which provides a communication

route between multiple active components (Galvo-scanner, Digital-to-Analog converter, etc.) for

data acquisition. A photo of the visible-light OCT system can be seen in the Figure 5.3
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Figure 5.1: Infrared-light OCT system

5.2 Rotational stage

The rotational stage model used during this work was CR1-Z7, by Thorlabs [57], shown in the

Figure 5.4. This motorized rotation stage offers high-precision continuous 360º motion. Utilizing

a 256:1 gear reduction head, the rotator provides minute movements over the entire travel range.

The reduced backlash worm gear design combined with a high-resolution optical encoder (12,288

pulses/rev) allows a high rotational precision, achieving a minimum rotational angle of 0.0006º or

2.16 arcsec. The high torque 12 VDC servo motor provides sufficient power to rotate vertical loads

up to 25 lbs. The speed range is between 22 arcsec/sec and 6º/sec. By rotating the rotational stage

using a small angle, we are shifting the surface being target by the OCT system. Therefore, after

a full 360º rotation and scanning the surface on each small rotation, we have imaged the complete

surface of the object and the small field of view problem of an OCT system was solved.
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Figure 5.2: Schematic representation of the visible OCT system. LP: Long Pass filter, SP: Short
Pass filter, BS: Beam Splitter, M1: Flat Mirror, PC1: Parabolic Collimator, Vis-Fiber: Optical
Fiber for visible light and A is the signal amplitude [7]

5.3 Robotic arm

The robot model used is the ABB IRB-1200 [58], which is a 6-axis robot arm and offers a 5.0 kg

payload and 901 mm reach. Offering a compact design, the main application for the robot are Ma-

terial Handling and Small Parts Assembly. The ABB IRB-1200 has a good position repeatability,

achieving 0.02 mm. It is shown in Figure 5.5

5.4 System control

5.4.1 OCT system control

Both OCT systems are controlled using LabVIEW. A diagram of the program can be seen in Figure

5.13. The program can be divided in two main loops that are running continuously: the control

loop and the saving loop. The control loop is responsible to setup all parameters and initialize the

necessary tasks to acquire the data. In the acquire data phase, the spectrum values are read and

later this acquired data is saved as an element in a queue that will be passed to the saving loop,

where each element of the queue are dequeued and saved to a file.
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Figure 5.3: Visible-light OCT system

Figure 5.4: CR1-Z7 motorized rotation stage
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Figure 5.5: Robotic arm ABB IRB-1200
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Figure 5.6: Control of OCT system. Continues in next page.
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5.4.2 Rotational stage control

The rotational stage was controlled using LabVIEW. Different methods were implemented to ro-

tate the stage. First, an absolute rotation was implemented so we could reach a certain degree

position. After, a relative rotation was implemented so we could rotate a certain amount. Finally,

a periodic rotation was implemented so we could rotate a certain amount every x seconds.

The complete front panel with all the controls and displays and can be seen in Figure 5.7.

Figure 5.7: Front panel

Before programming the moving of the rotational stage, the "MoveHome" function was im-

plemented. It resets the position of the stage, so its current position becomes the position 0. The

block diagram is shown in Figure 5.8.

Figure 5.8: "MoveHome" block diagram

After, an absolute rotation was achieved with the "Set Abs Move Pos" and "Move Absolute"

functions. The former sets the desired absolute position while the later executes the movement to

said position. The block diagram is shown in Figure 5.9.
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(a)

(b)

Figure 5.9: "Set Abs Move Pos" block diagram (a) and "Move Absolute" block diagram (b)

Later, a relative rotation was obtained with the "Set Rel Move Size" and "Move Relative"

functions. The first sets the desired relative moving amount while the later executes the movement

itself. The block diagram is shown in Figure 5.10.

Finally, a periodic rotation was obtained with the "Move Timing" function. While still re-

quiring the "Set Rel Move Size" to define the relative moving amount, now is necessary to set a

time delay, which will be given as an input to Elapsed time VI. The block diagram is shown in

Figure 5.11.

5.4.3 Robotic arm control

The robotic arm is controlled using ROS. ROS is an abbreviation for Robot Operating Systems. It

is an open-source framework designed for the conception of software for robots, being the most

popular framework for programming robots []. In our project, it will be used to program and
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(a)

(b)

Figure 5.10: "Set Rel Move Size" block diagram (a) and "Move Relative" block diagram (b)

control the robotic arm. The version that will be used is ROS Noetic Ninjemys, the 13th and

latest distribution release of ROS, that was made available on May 23, 2020 by Open Robotics,

the developer of ROS [59].

Main features ROS are the nodes, the topics, the services and the messages [60], and their

relationships are illustrated in Figure 5.12.

A node is a process that makes computations according to its role, the task it corresponds to.

The different nodes are combined in a graph where they communicate with each other via the

topics and services. In general, one application will involve multiple nodes. The task represented

by a node can be for example the perception of the environment using a camera or laser scanner,

the route planning, the battery level monitoring, or the control of the wheels’ motors speed.

A node, to communicate with each other, can subscribe or publish to a topic. A node that pub-

lishes to a topic sends data to this topic. Every node subscribed to this topic will have access to this

data. There can be multiple subscribers and publishers to one topic, and the data is anonymized,
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Figure 5.11: "Move Timing" block diagram

i.e. a node that subscribes to a topic does not know which node published the data.

Another way different nodes can communicate is by the use of services. The concept is sim-

ilar to the topics but makes possible the request/reply interaction, which is not possible via the

publish/subscribe interaction proposed by the topics. A node offers a named service, and a “client

node” calls the service by sending the request message and awaiting the reply.

A message is a simple data structure, comprising typed fields. Standard primitive types (inte-

ger, floating point, Boolean, etc.) are supported, as are arrays of primitive types. Messages can

include arbitrarily nested structures and arrays (much like C structs). Messages are exchanged by

nodes by sending or reading it via topics and services.

During our work we found out that we could not use the infrared-light OCT and system and

attach its sample arm in the robotic arm. Therefore, we did not program the movement of the

robot in order to make its end effector, i.e. the device at the end of a robotic arm, move in a

circular motion around an object. Nevertheless, we already had established a communication

bridge between the OCT system and the robotic arm, by interfacing ROS and LabVIEW, which

will be explained later in this section.

Figure 5.12: ROS basic concepts
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5.4.4 Interfacing the OCT system and the rotational stage

The control of the OCT system and of the rational stage can be integrated into a single program

in LabVIEW. Since we already managed to control before both the OCT system and the rational

stage using LabVIEW, we only had to merge both programs into a single one and make some

modifications. We added a new case "Move Stage", where we execute "MoveRelative" on the

rotational stage. We also made some modifications to the saving process, by employing Stream

channels instead of queues.
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Figure 5.13: Control of OCT system and stage. Continues in next page.
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(a) Publisher front panel in LabVIEW (b) Subscriber front panel in LabVIEW

Figure 5.14: Publisher and subscriber front panel in LabVIEW

5.4.5 Interfacing the OCT system and the robotic arm

The interface between LabVIEW and ROS can be done using the ROSforLabVIEW package, a

LabVIEW client API for communication with ROS applications [57]. With a set of VIs, it is

possible to set up a connection to a Master (ROS), establish the communication between nodes

using topics and services, and code or decode message strings.

Using TCP as the transport mechanism, the client library manages the node-to-node transport

negotiation and communication setup. In addition, it also deals with transport specific serialization

and deserialization of messages. Moreover, a sense of time can be introduced since the client

library allows the subscription to a simulated clock.

To handle the communication between ROS nodes a master has to be set. We can either run

this master on the Ubuntu computer running ROS or the windows computer running LabVIEW.

Due to its simplicity, we ran it on Ubuntu, since we only have to run the command “roscore”. After

that to establish the communication between the nodes running on LabVIEW and ROS, we need

to set them as a subscriber or publisher to a topic. Since this communication has to be bilateral, we

had to make sure that a subscriber in ROS can listen to a topic where a publisher in LabVIEW is

sending information but also that subscriber in LabVIEW can receive information from a publisher

in ROS. The publisher and subscriber front panel in LabVIEW are shown in Figure 5.14 a) and b),

respectively. We can write a message to a topic on the Publisher.VI and it will be received by the

nodes subscribed to that topic. In Figure 5.15, the block diagram for the publisher and subscriber

are shown. Here we can define the topic and the message, among other parameters. For testing

purposes, we used "/movement" as the topic and "String" as the message type.

The time delay between the sending of the message by the publisher and the receiving by

the subscriber is around 1ms. This is not a problem since there is not a strict time constrain to
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(a) Publisher block diagram in LabVIEW

(b) Subscriber block diagram in LabVIEW

Figure 5.15: Publisher and subscriber block diagram in LabVIEW



44 System components and configuration

exchange information between the robot and the OCT system.



Chapter 6

Automated stitching of OCT volumes

Most optical coherence tomography (OCT) imaging systems are limited by a relatively small field

of view (FOV), with a magnitude of millimeters. Such FOV is inadequate to visualize the whole

structure in various fields where this technology might be applied. Therefore, an increase of the

FOV is highly desirable. Without additional changes to the current OCT system design, this can be

achieved by stitching multiple overlapped OCT volumes into a single three-dimensional volume.

Volumetric stitching of OCT volumes is particularly challenging since the signal-to-noise ra-

tio (SNR) in OCT images is very weak compared to other imaging modalities. As a result, the

texture of the overlapped area in two overlapping volumes can differ, leading to a bad correlation

and matching between volumes. Additionally, features extraction methods, like Scale-Invariant

Feature Transform (SIFT) or Speeded Up Robust Features (SURF), are difficult to implement the

extracted features may change as a consequence of noise and/or axial position of the sample [61].

Many existing stitching techniques for OCT volumes are implemented for medical and retinal

imaging, where blood vessels constitute good features [51]. Additionally, these tissues often have

layered structures, facilitating the registration in the depth direction. However, general approaches

to stitch volumetric OCT data with methods suitable for applications outside the medical field are

still scarce.

6.1 Proposed Framework

6.1.1 Setup and dataset

Three-dimensional volumetric data was obtained by imaging an object with a circular symmetry

with the word ’thorlabs’, which can be seen in the Figure 6.1. The data was acquired using the

OCT system described in section 5. Using a rotational stage, we acquired in total five volumes

with overlapping regions, rotating 5 degrees each time. We had to make sure that the overlapping

area was big enough so we used a rotation of 5º on the rotational stage between each volume

acquisition. In this experiment, each volume consists of 400 × 2048 × 400 pixels, which translates

to 4 x 1 x 4 mm in the x , z and y directions, respectively.

45
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Figure 6.1: Circular object used to acquired the dataset

6.1.2 Implementation and algorithm flow

Our framework is implemented using MATLAB and its Image Processing Toolbox. To perform

the stitching multiple OCT volumes, our algorithm consists of three main steps:

1. Volume pre-processing and denoising

2. Denoising and binarization of en face images

3. Volume registration - template matching

4. Volume blending and stitching

In step 1, the original OCT volume is properly denoised, making it adequate for the registration

process in the next step. In step 2, the image projection of each volume is computed and denoising

and binarization methods are applied to each image. In step 3, the translation in x and y between

two consecutive volumes is estimated, using a denoised binary image projection of each volume.

Finally, in step 4, the volumes are stitched together and seamless blended.

6.1.3 Step 1: Volume pre-processing and denoising

The original 3D OCT images are expressed as a 400 x 2048 x 400 matrix, with the first, middle

and last dimensions corresponding to x, z and y dimensions respectively. This means that each

A-scan has 2048 values, each B-scan consists of 400 A-scans, and each 3D OCT volume consists

of 400 B-scans. Before applying further pre-processing techniques, we converted the matrix to a

grayscale image, returned as a numeric matrix with values in the range [0,1].

Pre-processing starts by extracting cross-sectional B-scan images from the acquired 3D OCT

images. Due to the OCT imaging properties, we opted to only consider the values between 50 and
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(a) B-scan at position x=1 (b) B-scan at position x=150 (c) B-scan at position x=350

Figure 6.2: Original B-scans of the volume acquired at 0º

1024 for each A-scan, resulting in B-scans images of size 400x975. From the input volume vol,

the B-scan at the position i is given by:

bscani = 10∗ log10(squeeze(vol(i,50 : end/2, :))); (6.1)

The original b-scans at the positions 1, 150 and 350 of the volume acquired at the position 0º,

without any filtering, are shown in Figure 6.2.

As we can see, the image has a lot of noise, leading to a low signal-to-noise ratio. To improve

the quality of the image and increase the signal-to-noise ratio we tested two common denoising

filters on B-scan images.

One of the tested filter was the 2-D median filter, which was applied to each B-scan image

to reduce the speckle noise, via the medfilt2 function. We chose this filter because it has a good

performance in reducing the effects from small, discrete but strong noise, which is the case of the

speckle noise. Using a m x n window size, in the output image, each pixel contains the median

value in a m-by-n neighborhood around the corresponding pixel in the input image.

The other tested filter was the adaptive 2-D Wiener filter, which was applied to each B-scan

image to reduce additive random noise, via the wiener2 function. We chose this filter because

it was reported to have a good performance in suppressing speckle noise. This filter computes

estimate the local image mean and standard deviation around each pixel, according to the given

size of the neighborhood [62]. Using these estimates, wiener2 then creates a Wiener filter for each

pixel. The higher the variance, the less smoothing wiener2 performs.

For both filters, we denoised the OCT volume using three sizes for the neighborhood, [3 3], [5
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5] and [7 7]. After that we computed the SNR of each denoised volume by averaging the SNR of

its B-scans, which can be obtained by averaging the SNR of its A-scans. The SNR formula that

we used was:

SNRdB = 10log10(
I2
max

σ2
noise

) (6.2)

where Imax is the maximum intensity of the A-scan and σnoise is standard deviation of the noise.

From the Figure 6.3, we can see intensity signal and noise background in a OCT depth profile.

For work, we computed the standard deviation of the noise as:

σ
2
noise =

1
N

N

∑
i=1

(Ii−µ)2 (6.3)

where, Ii is the intensity of the noise at position i and µ is the mean noise. We calculated the

value of standard deviation of the noise for the range of depth before the imaging surface, namely

between 50 and 100.

Figure 6.3: Intensity signal and noise floor in a schematic OCT depth profile [8]

In the Table 6.1 we can see a comparison of the performance of the filters used. The original

OCT volume had a SNR equal to 37.122dB. As we can observe the adaptive wiener filter performs

better than the median for every window size. Note that larger window sizes lead to more noise

reduction but also introduce more blurring. Therefore, We opted for the adaptive wiener filter

with neighborhood size [5 5] since it gives a good compromise between noise reduction and non-

blurring. The filtered b-scans using the median filter can be seen in Figure 6.4. The filtered b-scans

using the wiener filter can be seen in Figure 6.5.
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SNR of the OCT volumes after filtering
Filter window [3 3] window [5 5] window [7 7]
Median 40.823 dB 41.974 dB 42.845 dB
Adaptive Wiener 40.879 dB 43.145 dB 44.470 dB

Table 6.1: SNR of the OCT volumes after filtering

(a) Windows size [3 3] (b) Windows size [5 5] (c) Windows size [7 7]

Figure 6.4: B-scans at the position x=150 of the volume acquired at 0º filtered using an median
filter
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(a) Windows size [3 3] (b) Windows size [5 5] (c) Windows size [7 7]

Figure 6.5: B-scans at the position x=150 of the volume acquired at º0 filtered using an adaptive
wiener filter

To further verify the effectiveness of this adaptive wiener filter with neighborhood size [5 5],

from the previously denoised OCT volume, a 2D projection of the volume was created using the

summed-voxel projection (SVP) method. By summing all pixel values along the axial lines, an

image displaying the imaging surface en face is generated.

Then a scaling of the gray limits is done so that the full range [0 1] is used in the image. The

scaled image Iscaled is given by:

Iscaled =
I− Imin

Imax− Imin
(6.4)

where I is the input image and Imax and Imin are the maximum value and minimum value in the

image I, respectively.

The image projection of the filtered volume was compared with the image projection the origi-

nal volume, without any pre-processing. Both images are shown in Figure 6.6. As we can observe,

the en face image after filtering is a lot smoother and its noise seems to have been reduced.

6.1.4 Step 2: Denoising and binarization of en face images

After denoising all the volumes from the dataset using the adaptive wiener filter with neighbor-

hood size [5 5], the next step is the registration of consecutive volumes. Even though the overall

signal-to-noise ratio of the these volumes was significantly improved, it still falls behind the values
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(a) Before applying any filtering (b) After applying the adaptive wiener filter

Figure 6.6: Image projections of the volume acquired at º0, before and after applying the adaptive
wiener filter

obtained by other imaging modalities, like computed tomography and magnetic resonance imag-

ing. For a optimal registration process, both volumes have to possess equivalent features, that

should be uniformly distributed across the entire volume and consistent over time.

Since the features within en face images are a more reliable reference for registration than the

features within the volume data, we based our algorithm on the registrations of en face images.

Before estimating the offset between two consecutive en face images, we applied multiple image

pre-processing and denoising techniques to the enface images. We utilized the denoised binary en

face images as inputs for the registration process.

In order to get better results on the registration process the en face images have to be denoised

and binarized. By making the main image features more predominant, the correlation between the

same object in two different images will be higher.

The intensity levels across the OCT volume in one or more directions can vary quite a lot. As

a result, the intensity levels across the respective en face image can also have some changes. As

we can see in Figure 6.6, this is our case. This occurs because the rotation axis of the object placed

in the rotational stage is different than the rotation axis of the rotational stage itself, introducing

some variations in the depth of focus of the imaging lens. To deal with this problem, one possible

approach is to divided the image in question by a extremely blurred version of itself. To get this

blurred image, using the function imgaussfilt, we filtered the scaled image with a 2D Gaussian

smoothing kernel with standard deviation of 50. Then, an uniformization of intensity levels was

achieved by dividing each pixel in the scaled image by its counterpart in the blurred image. : Two

consecutive en face images after intensity levels uniformization can be seen in Figure 6.7.

Later, the block matching and 3D filtering (BM3D) method was applied to to denoise the

en face image with uniform intensity levels and enhance the boundaries. This advanced denois-

ing technique can be considered a collaborative filtering approach that combines sliding-window
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(a) (b)

Figure 6.7: En face images of the volume acquired at 0º a) and 5º b) after intensity levels uni-
formization

transform processing with block-matching [63]. Succinctly, the BM3D algorithm groups similar

2D image patches in multiple 3D block and filters at once all 2D image patches in each 3D block.

This method was implemented using a custom made function BM3D, where the standard devia-

tion the noise was set to 5. This filter was able to significantly supress noise in the enface image,

as shown in Figure 6.8.

From the denoised en face image, using the function edge, we generated a binary image with

1s where the function finds edges in the image and 0s elsewhere. This function looks for locations

in the image where the intensity changes abruptly, which are often associated with the boundaries

of objects. The edge-detection algorithm used was ’log’, which finds edges by looking for zero-

crossings after filtering the image with a Laplacian of Gaussian (LoG) filter. The resulting binary

en face image with well defined edges can be been in Figure 6.9.

The binary en face image obtained through the edge detection function gives us the overall

shape of the most predominant features, letters in this case, However the background is not uni-

form and consists on a cluster of points, small lines and disks. Therefore, in order to homogenize

the background for all images, we performed a set of morphological operations, such as dilation,

opening and area opening. These operations were done in order to not only remove small in-

significant objects but also fill the holes in big objects, while preserving their size and general

shape.

The two first and most important operations were the dilation and the area opening. The former

is applied to increase the size of the elements in the background, using the function imdilate.

Since most of the elements in the background have the shape of a disk, we chose a disk-shaped

structuring element, with a radius equal to 4. This value was chosen so the background is more or

less without compromising the shape of the main features. The resulting image for two different

volumes can be seen in Figure 6.10. Subsequently, after inverting the image, we performed an area



6.1 Proposed Framework 53

(a) (b)

Figure 6.8: En face images of the volume acquired at 0º a) and 5º b) after applying B3MD filter

(a) (b)

Figure 6.9: En face images of the volume acquired at 0º a) and 5º b) with edges determined
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(a) (b)

Figure 6.10: En face images of the volume acquired at 0º a) and 5º b) after dilation

opening to remove the remaining small objects in the background or even in the main features.

This was done using the function bwareaopen, and we removed every components with less than

1500 pixels. The resulting image for two different volumes can be seen in Figure 6.11.

With these two operations, the binary en face image already has seen major improvements.

However there might be still some holes in the main objects. Therefore, we wrote a function

fill_small_holes to cover only the small object in the image. First, we compute a filled image by

filling all holes using the function imfill. Then, we compute a holes image by identify the pixels

which constitute holes, using logical operators on the filled and original images. The third step

is to use the area opening operation on the holes image to eliminate small holes. Finally, using

logical operators to identify the small holes we can fill in only the small holes in the original

image. The resulting images for two different volumes can be seen in Figure 6.12.

Finally, we perform a opening operation, using the imopen function with a disk-shaped struc-

turing element, with a radius equal to 1. This is done to separate small noisy objects from the main

objects and smooth the rough edges. The resulting images for two different volumes can be seen

in Figure 6.13. The separated noisy objects are removed from the image using the area opening

operation. The final binary images for two different volumes can be seen in Figure 6.14.

6.1.5 Step 3: Volume registration - template matching

The registration of two consecutive OCT volumes is done using their respective filtered binary en

face images. A template-matching approach was employed, where we used the normalized cross-

correlation method to find the correlation between the image and the template for each possible

position of the template. The position for which the normalized cross-correlation has the highest

value denotes the optimal registration between the template and the image.
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(a) (b)

Figure 6.11: En face images of the volume acquired at 0º a) and 5º b) after area opening

(a) (b)

Figure 6.12: En face images with small hole filled
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(a) (b)

Figure 6.13: En face images after opening

(a) (b)

Figure 6.14: Final binary en face images
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(a) (b)

Figure 6.15: Final en face images for volumes acquired at 0º and 5º

Given two consecutive binary en face images we assume that there is an overlapping area

between them. Additionally, we start from the premise that on the first image, this overlapping area

is situated on its right side because the rotation of the rotation stage was clock-wise. Therefore,

we define the template image as a windows on the right side of the first image and the reference

image as the second image.

The correlation map is computed using the normxcorr2_general function, providing the tem-

plate image and the reference image as inputs. The peak of the cross-correlation matrix occurs

where the two images are best correlated. Thus, the optimal translation values in the x and y di-

rections depends on the location of the peak in the correlation map, and on the size and position

of the template image.

For the registration of the two consecutive volumes, we take their filtered binary en face images

obtained in the previous step. Two pair of consecutive en face images is shown on Figure 6.15

and Figure 6.16.

The respective template for each normalized cross-correlation computation is shown on Figure

6.17.

The respective correlation map for each normalized cross-correlation computation is shown

on Figure 6.18.

To better view the correlation between the template and the highest correlated area in the

reference image, the matched area for each normalized cross-correlation computation is shown on

Figure 6.19.

6.1.6 Step 3: Volume blending and stitching

The stitched volume is obtained by combining the multiple volumes into one single volume, using

the translation values determined in the previous step. Ideally, when performing image stitch-
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(a) (b)

Figure 6.16: Final en face images for volumes acquired at 10º and 15º

(a) (b)

Figure 6.17: Template images for two different normalized cross-correlation computation
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(a) (b)

Figure 6.18: Correlation map for two different normalized cross-correlation computations

(a) (b)

Figure 6.19: Matching area for two different normalized cross-correlation computations
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ing, in the overlapped region, the voxel values of both volumes should be the same. However,

usually this is not the case, with the contrast in overlapped region varying a lot across multiple

volumes. Therefore, there is a visible edge in the stitched volume. To deal with this problem, we

implemented a blending procedure using two different methods

On the first methods, the final stitched volume is computed so that the final voxel intensity

in the overlapping region is the mean of two overlapping intensities. An image projection of this

stitched volume is shown in Figure 6.20.

Figure 6.20: Stitched volume blending method 1

On the second methods, described in more detail previously, the final stitched volume is com-

puted so that the final voxel intensity in the overlapping region considers not only the intensity of

two overlapping intensities but also the distance of the pixel to the non overlapping area in each

volume. An image projection of this stitched volume is shown in Figure 6.21.

Figure 6.21: Stitched volume blending method 2

6.2 Analysis of results and discussion

Here we will analyze the results obtained after applying our stitching algorithm to the dataset in

question. Then, we will discuss the work done and some of the drawbacks faced during the project

and ways to improve.
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We present a framework to stitch multiple overlapping OCT volumes with the goal of increas-

ing the field of view of image scanning. The algorithm is validated on OCT data collected from

an object with a circular geometry. Analyzing the stitched volume using the first blending method

and the stitched volume using the second blending method we can observe that in both of them

the overall stitching position was correct. However the second method does a much better job at

stitching the overlapping areas, since it has almost no visible seams or sharp edges. The imple-

mented blending method was able to enhance the visualization of stitched data. In general, this

generic method allows an expanded FOV for image analysis. Without requiring any hardware

changes to the OCT system, the enlarged FOV should be of great benefit to various OCT imaging

applications.

We believe that the proposed framework can work with a variety of dataset. The main focus of

preoccupation regarding its use with other datasets resides in step 2.1: Denoising and binarization

of en face images. Since in different OCT volumes the size and shape of predominant features

might vary, the operations performed during this step may suppress them. Another concern is also

the filtering of the speckle noise which may also be inconsistent. However, we are convinced that

the operations performed and the parameters used are general enough to adapt to a wide range of

datasets.

Due to some technical problems with the OCT system, we were not able to quantify and

measure the performance of our framework. However we suggest to replicate the acquisition of

the current dataset but rotating the stage 2.5 degrees each time, leading to 9 OCT volumes in total.

Then, we can evaluate the performance of this algorithm by computing the normalized cross-

correlation between the volumes acquired at the new position and the previously stitched volume.

If the degree of similarity is high enough we can conclude that our algorithm was successful.



62 Automated stitching of OCT volumes



Chapter 7

Conclusion and future work

7.1 Future work

In the future, we can examine the Phase Correlation method to perform the registration of the over-

lapping OCT volumes. Also, the implementation of this framework in a GPU can be explored to

increase the speed of the registration process, compared to the current CPU implementation. Fur-

thermore, the implementation for multiple GPUs is also to be considered. The faster registration

time allows the stitching algorithm suitable for real-time applications.

7.2 Conclusion

In conclusion, this thesis presented an automatic registration method to stitch multiple OCT vol-

umes. With various techniques such as image-pre processing, template-matching and image blend-

ing we achieved a good registration accuracy, enabling a high-resolution, high-density OCT imag-

ing with macro-view. By showing a large view of a circular object with distinct characteristics for

validation, we displayed our algorithm’s capacity in automatic stitching. The imaging system al-

lows 3D reconstruction of materials for Non-destructive testing and potentially art works or other

cultural heritage objects.

63
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