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Resumo

O propósito deste trabalho é analisar métodos de processamento de imagem e deep learning de

forma a identificar retângulos, círculos, linhas, e outras figuras geométricas em desenho técnico

assim como informação de tolerâncias e de dimensões.

A motivação deste trabalho é reduzir o tempo necessário bem como os erros derivados pela

introdução manual por um operador, agravados pela introdução repetitiva. Esses dados estão

presentes em imagens de desenho técnico.

Os objetivos são a identificação automática de figuras geométricas e a informação de tolerâncias

e as suas dimensões.

Neste trabalho foram identificados os vários desafios e identificados vários algoritmos que

puderam ajudar a resolver o problema proposto utilizando métodos de deep learning e quando

necessário alguns algoritmos de visão por computador.

Os resultados obtidos foram promissores. Porem, ainda tem muito espaço para melhorias.

Para melhorar o trabalho desenvolvido serão necessárias mais imagens produzidas de forma

sintética idênticas às reais ou imagens reais anotadas cedidas pelos clientes.

Palavras Chave: aprendizagem de máquina, aprendizagem profunda, deteção de formas, ocr, deteção

de texto, reconhecimento de texto
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Abstract

The purpose of this work is to analyze image processing and deep learning methods to identify

rectangles, circles, lines, and other geometric figures in technical drawing as well as tolerance and

dimension information.

The motivation of this work is to reduce the required time as well as the errors caused by manual

input by an operator, compounded by repetitive input. This data is present in technical drawing

images.

The objectives are the automatic identification of geometric figures and the information of

tolerances and their dimensions.

In this work, we identified the various challenges and identified several algorithms that could

help solve the proposed problem using deep learning methods and when necessary some computer

vision algorithms.

The results obtained were promising. However, there is still a lot of room for improvement.

To improve the work done, it will be necessary to generate more images, with better quality and

that represent better real images. Images provided by customers may also help to improve.

Keywords: machine learning, deep learning, shape detection, ocr, text detection, text recognition

9



10



Contents

Acknowledgements 5

Resumo 7

Abstract 9

List of Tables 15

List of Figures 20

1 Introduction 25

1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

1.2 Technical drawings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

1.3 Objectives and challenges . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

1.4 Document structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

2 Understanding deep learning 35

2.1 Perceptron . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

2.2 Activation functions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

2.3 Artificial neural network . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

11



12 CONTENTS

2.4 Training neural networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

2.4.1 Backpropagation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

2.5 Convolutional Neural Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

2.5.1 Transfer learning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

2.5.2 Synthetic data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

3 State of the art 43

3.1 Text detection and recognition . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

3.1.1 Text detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

3.1.2 Character recognition . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

3.1.3 Text recognition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

3.1.4 Recurrent Neural Network . . . . . . . . . . . . . . . . . . . . . . . . . . 47

3.1.5 Long Short-Term Memory . . . . . . . . . . . . . . . . . . . . . . . . . . 48

3.1.6 Gated Recurrent Unit . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

3.2 Object detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50

3.2.1 Region-based Convolutional Neural Networks . . . . . . . . . . . . . . . . 51

3.2.2 Fast Region-based Convolutional Neural Networks . . . . . . . . . . . . . 52

3.2.3 Faster Region-based Convolutional Neural Networks . . . . . . . . . . . . 53

3.2.4 Fully Convolutional Network for semantic segmentation . . . . . . . . . . 53

3.2.5 Mask Region-based Convolutional Neural Networks . . . . . . . . . . . . 54

3.2.6 You Only Look Once . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

3.2.7 Single Shot Multibox Detection . . . . . . . . . . . . . . . . . . . . . . . 56

3.3 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56



CONTENTS 13

4 Processing technical drawings using deep learning 57

4.1 Computational tools . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

4.2 Processing pipeline Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

4.3 Image preprocessing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

4.3.1 Color to grayscale conversion . . . . . . . . . . . . . . . . . . . . . . . . 60

4.3.2 Perspective Transform . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

4.3.3 Adaptive Gaussian Thresholding . . . . . . . . . . . . . . . . . . . . . . 60

4.4 Text detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

4.5 Feature Control Frame, Datum and Text detection . . . . . . . . . . . . . . . . . 65

4.6 Text recognition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

4.7 Shape detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

4.8 Text and shape relationship . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

4.9 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

5 Conclusions and Future work 87

5.1 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87

5.2 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

References 90

A Synthetic images 97

B Shape detection precision matrix 99



14 CONTENTS



List of Tables

1.1 Geometric tolerance symbols and their usage. . . . . . . . . . . . . . . . . . . . 28

1.2 GD&T modifiers. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

4.1 mAP of text detection at IoU=0.5 . . . . . . . . . . . . . . . . . . . . . . . . . 74

4.2 mAP of shapes detection at IoU=0.5 . . . . . . . . . . . . . . . . . . . . . . . . 75

4.3 mAP tested with 1000 images . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

4.4 Precision, Recall and F1 Score at different IoU . . . . . . . . . . . . . . . . . . . 79

4.5 Precision and recall of text recognition with and without line removal . . . . . . . 83

4.6 Precision and recall of some text recognition without line removal . . . . . . . . . 83

4.7 Precision and recall of some text recognition with line removal . . . . . . . . . . 83

4.8 Most common wrong detections of datum character . . . . . . . . . . . . . . . . 84

4.9 Precision of GD&T symbols recognition . . . . . . . . . . . . . . . . . . . . . . 85

15



16 LIST OF TABLES



List of Figures

1.1 Example of a technical drawing. . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

1.2 Example of a Feature Control Frame box. . . . . . . . . . . . . . . . . . . . . . 29

1.3 How to read a Feature Control Frame. . . . . . . . . . . . . . . . . . . . . . . . 30

1.4 Four examples of composite Feature Control Frame. . . . . . . . . . . . . . . . . 30

1.5 Sample of a Datum "A" and an Feature Control Frame referencing the datum "A". 30

1.6 GT&T additional symbols . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

1.7 Part with dimension information. . . . . . . . . . . . . . . . . . . . . . . . . . . 31

1.8 CAM2 Software with sample part and features to be measure . . . . . . . . . . . 33

2.1 Example of a Perceptron . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

2.2 Sigmoid function . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

2.3 Hyperbolic Tangent function . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

2.4 Rectified Linear Unit (ReLU) function . . . . . . . . . . . . . . . . . . . . . . . 37

2.5 An artificial neural network . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37

2.6 Backpropagation in an ANN. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

2.7 How Backpropagation works in detail. . . . . . . . . . . . . . . . . . . . . . . . 39

2.8 Gradient descent algorithm. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

17



18 LIST OF FIGURES

2.9 Convolutional Neural Networks. . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

2.10 Machine learning comparison with deep learning. . . . . . . . . . . . . . . . . . . 41

2.11 Performance comparison of deep learning with traditional machine learning algo-

rithms. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41

2.12 Transfer learning comparison . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

3.1 A typical CNN for classify handwritten digits. . . . . . . . . . . . . . . . . . . . 45

3.2 Example of a convolution filter. . . . . . . . . . . . . . . . . . . . . . . . . . . . 46

3.3 Max pooling operation with 2x2 filter and stride 2. . . . . . . . . . . . . . . . . . 46

3.4 An RNN unit. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

3.5 An LSTM Unit. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

3.6 An GRU Unit. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

3.7 An example of semantic segmentation. . . . . . . . . . . . . . . . . . . . . . . . 50

3.8 Overview of different object localization tasks. . . . . . . . . . . . . . . . . . . . 51

3.9 R-CNN. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

3.10 Fast R-CNN architecture. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52

3.11 Faster R-CNN. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

3.12 FCN. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

3.13 Mask R-CNN. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

3.14 YOLO grid. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

3.15 SSD. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

4.1 Processing pipeline diagram. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

4.2 Result of the original image binarized. . . . . . . . . . . . . . . . . . . . . . . . 61



LIST OF FIGURES 19

4.3 Fragment of original image and binarization using global thresholding, adaptive

mean thresholding, and adaptive Gaussian thresholding. . . . . . . . . . . . . . . 62

4.4 Fragment of original image and binarization using Otsu’s thresholding and a pre-

processing using median blurring and gaussian blurring. . . . . . . . . . . . . . . 62

4.5 Text detection using EAST algorithm. . . . . . . . . . . . . . . . . . . . . . . . 63

4.6 An example of houghlines. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

4.7 Detecting lines with Hough lines algorithm. . . . . . . . . . . . . . . . . . . . . . 64

4.8 Example of generated image for training text detection. . . . . . . . . . . . . . . 65

4.9 Example of some generated mask images for the previous image. . . . . . . . . . 66

4.10 An illustration of an FPN. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

4.11 Text detection using the trained Mask Region-based Convolutional Neural Net-

works (Mask R-CNN). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

4.12 Text detection in the generated images using EAST algorithm. . . . . . . . . . . 68

4.13 Result image after applying a morphological operation to remove horizontal and

vertical lines. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

4.14 Text recognition in an FCF after lines removal. . . . . . . . . . . . . . . . . . . . 69

4.15 Example of generated image for training and image with masks. . . . . . . . . . 70

4.16 Shapes detection using the trained Mask R-CNN. . . . . . . . . . . . . . . . . . 71

4.17 Arrows detection using the trained Mask R-CNN. . . . . . . . . . . . . . . . . . 71

4.18 Training/Validation loss of text detection. . . . . . . . . . . . . . . . . . . . . . 72

4.19 Training/Validation loss of shapes and text detection. . . . . . . . . . . . . . . . 73

4.20 An Illustration of precision, recall and IoU. . . . . . . . . . . . . . . . . . . . . . 73

4.21 Example of IoU scores. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

4.22 Detection on sample image. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76



20 LIST OF FIGURES

4.23 Confusion matrix of one test image. . . . . . . . . . . . . . . . . . . . . . . . . 77

4.24 Confusion matrix. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

4.25 Image with original annotations. . . . . . . . . . . . . . . . . . . . . . . . . . . 79

4.26 Detection using the trained Mask R-CNN. . . . . . . . . . . . . . . . . . . . . . 80

4.27 Detection of some rotated shapes (1). . . . . . . . . . . . . . . . . . . . . . . . 80

4.28 Detection of some rotated shapes (2). . . . . . . . . . . . . . . . . . . . . . . . 81

4.29 Detection of real world drawing. . . . . . . . . . . . . . . . . . . . . . . . . . . 82

4.30 Examples of line removal in GD&T symbols. . . . . . . . . . . . . . . . . . . . . 84

4.31 Examples of line removal in FCF. . . . . . . . . . . . . . . . . . . . . . . . . . . 85

4.32 Result of FCF text recognition. . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

4.33 Bug in Tesseract text recognition or an overfitting problem. . . . . . . . . . . . . 86

A.1 Sample of 4 images used for training. . . . . . . . . . . . . . . . . . . . . . . . . 98

B.1 Confusion matrix of a sample image (1). . . . . . . . . . . . . . . . . . . . . . . 100

B.2 Confusion matrix of a sample image (2). . . . . . . . . . . . . . . . . . . . . . . 101



LIST OF FIGURES 21



22 LIST OF FIGURES



Acronyms

ANN Artificial Neural Network. 35, 37

CAD Computer-Aided Design. 32, 57

CNN Convolutional Neural Network. 44–47, 50, 51, 88

CPU Central Processing Unit. 69

Fast R-CNN Fast Region-based Convolutional Neural Networks. 52

Faster R-CNN Faster Region-based Convolutional Neural Networks. 53

FCF Feature Control Frame. 29, 30, 32, 64, 65, 67–69, 85, 86, 88

FCN Fully Convolutional Network. 52–54

FN False Negative. 74

FP False Positive. 74

GD&T Geometric Dimensioning and Tolerancing. 27, 28, 30–32, 43, 63, 68, 69, 84–86

GPU Graphics Processing Unit. 58, 69

GRU Gated Recurrent Unit. 47, 49

IoU Intersection over Union. 73, 74, 78, 79

LSTM Long Short-Term Memory. 47–49, 58, 68, 88

mAP mean Average Precision. 74, 78

23



24 Acronyms

Mask R-CNN Mask Region-based Convolutional Neural Networks. 19, 54, 66–71, 74, 75, 88,

89

MSER Maximally Stable Extremal Regions. 44

OCR Optical Character Recognition. 43, 44, 47, 88

PDF Portable Document Format. 57, 59

R-CNN Region-based Convolutional Neural Networks. 51–54

ReLU Rectified Linear Unit. 17, 36, 37

RNN Recurrent Neural Network. 47, 48

ROI Region of Interest. 52, 54

RPN Region Proposal Network. 53

SSD Single Shot Multibox Detection. 56

SWT Stroke Width Transform. 44

TP True Positive. 74

TPU Tensor Processing Unit. 58

YOLO You Only Look Once. 55, 56, 69



Chapter 1

Introduction

1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
1.2 Technical drawings . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
1.3 Objectives and challenges . . . . . . . . . . . . . . . . . . . . . . . 32
1.4 Document structure . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

1.1 Motivation

The purpose of this work is to process technical drawings and extract geometric information

and tolerances from the image, and then that information is automatically entered into existing

software. This software is used by thousands of users, in parts manufacturing companies or

metrology consulting companies.

The number of different parts inspected varies widely, from less than a dozen to more than a

thousand. These parts can be part of a complex system such as an automobile or aircraft, where

each part has a technical drawing with tolerances and dimensions.

This is why a lot of time is spent introducing tolerances and dimensions in metrology software,

which entails huge costs as well as more specialized people. An incorrect introduction may result in

defectively manufactured parts which later in quality control pass within tolerances. The opposite

can also be true where parts within tolerances and dimensions are discarded resulting in garbage

and damage due to quality control being input errors.

25



26 CHAPTER 1. INTRODUCTION

In the last years, algorithms for image processing based on machine learning and deep learning

have been used successfully. Many of these algorithms are not new, but with the increasing

processing power of recent computers makes their usage more viable.

These recent algorithms are applied to complex things like autonomous driving, real-time

translation of informational panels or products, describing photos, written text recognition.[1]

Three companies have publicly shown that they are also trying to solve this problem, two of

then has already made available to their customers’ functionality that allows them to solve part

of the problem with the help of the user.[2][3] The other was published in university research and

also tries to solve the problem partially.[4]
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1.2 Technical drawings

Figure 1.1 depicts a simple technical drawing that contains typical elements including shapes,

Geometric Dimensioning and Tolerancing (GD&T) and dimensions. GD&T is a symbolic language

to communicate manufacturing constraints and tolerances. Usually, GD&T information is placed

near to shape, however, there are situations in which GD&T tag is associated with several shapes.

In Figure 1.1, circles labeled from A1 to A8 share the same GD&T information. The drawing of

the part may be placed in various perspectives.

Figure 1.1: Example of a technical drawing.

Source: Provided by FARO Technologies, Inc.

Table 1.1 shows fourteen different geometric tolerance symbols. Being associated with a

geometric characteristic, they are grouped by tolerance type. Some of them do not have relation

between features. There are special fonts that include these symbols having them slight variations.
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Table 1.1: Geometric tolerance symbols and their usage.

Symbol Geometric
Characteristic

Tolerance
Type

Control Summary

Flatness Form (no
relation
between
features)

Controls form (shape) of surfaces and can
also control form of an axis or median
plane. Datum reference is not allowedStraightness

Cylindricity

Circularity
(Roundness)

Perpendicularity Orientation
(no relation
between
features)

Controls orientation (tilt) of surfaces, axes,
or median planes for size and non-size
features. Datum reference required

Parallelism

Angularity

Position
Location

Locates center points, axes, and median
planes for size features. Also controls

orientation.

Profile of a
surface

Locates surfaces. Also controls size, form,
and orientation of surfaces based on datum
referencesProfile of a line

Total runout
Runout

Controls surface coaxiality. Also controls
form and orientation of surfaces

Circular runout

Concentricity
Location Locates derived median points of a feature

Symmetry

Table 1.2 examples of some GD&T modifiers. The modifiers are only allowed with some

geometric characteristics.
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Table 1.2: GD&T modifiers.

Symbol Meaning

L LMC - Least Material Condition

M MMC - Maximum Material Condition

T Tangent Plane

P Projected Tolerance Zone

F Free State

Diameter

The Geometric tolerance symbol is placed inside a Feature Control Frame (FCF). The FCF

includes information of:

• Geometric tolerance symbol

• Tolerance zone type and dimensions

• Tolerance zone modifiers

• Datum references (optional, but the maximum references is 3)

Usually, the FCF has an arrow pointing to the related shape. Figure 1.2 shows an example of

an FCF and Figure 1.3 shows how to read the same FCF.

Figure 1.2: Example of an FCF box.1

In the sample FCF, the information can be read as "This feature has a true position of 30

micron diameter tolerance and in reference to the datum A, B and C with maximum material

condition". There are geometric tolerances that do not have an associated datum; such as

flatness, straightness, cylindricity or circularity.

1Image from: https://www.gdandtbasics.com/feature-control-frame/

https://www.gdandtbasics.com/feature-control-frame/
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Figure 1.3: How to read an FCF.2.

The FCF in a technical drawing may be more complicated as shown in Figure 1.4. Besides, it

is also possible to have different geometric tolerance in the same FCF.

Figure 1.4: Four examples of composite FCF.3

A datum is a theoretical (exact) plane, axis or point coordinate that GD&T or dimensional

tolerances are referenced to it. It is usually an important functional feature which needs to be

controlled during measurement. Each datum is identified by a box containing an identifier such

for example "A", and an inverted arrow (or arrows) connected to the shape surface. Figure 1.5

shows a datum and an FCF pointing to a datum.

Figure 1.5: Sample of a Datum "A" and an FCF referencing the datum "A".4

In more complicated technical drawings, there are symbols similar to shapes, and they can

2Image from: https://www.gdandtbasics.com/feature-control-frame/
3Image from: http://p-00-kanold.com/?page_id=7&cpage=1
4Image from: https://www.gdandtbasics.com/datum/

https://www.gdandtbasics.com/feature-control-frame/
http://p-00-kanold.com/?page_id=7&cpage=1
https://www.gdandtbasics.com/datum/
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be inside shapes. In these scenarios, they might be detected incorrectly, resulting in mismatch

detection. There are additional symbols in a technical drawing such shown in Figure 1.6.

Figure 1.6: GD&T additional symbols.5

There are also dimension information such as shown in Figure 1.7 while their appearance can

be different.

10
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B
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Figure 1.7: Part with dimension information.6

5Image adapted from: https://www.sigmetrix.com/wp-content/uploads/2012/04/GDT_Symbols_Reference_
Guide2.pdf

6Image from: https://en.wikipedia.org/wiki/Geometric_dimensioning_and_tolerancing

https://www.sigmetrix.com/wp-content/uploads/2012/04/GDT_Symbols_Reference_Guide2.pdf
https://www.sigmetrix.com/wp-content/uploads/2012/04/GDT_Symbols_Reference_Guide2.pdf
https://en.wikipedia.org/wiki/Geometric_dimensioning_and_tolerancing
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1.3 Objectives and challenges

The objectives of this work are:

1. Detecting geometry shapes like rectangles, circles, round-slots, lines and other primitives

located in a technical drawing.

2. Related information like tolerances and dimensions.

In this work, three main challenges are addressed. The first one is dealing with the detection

of various FCF inside a technical drawing. The challenge is then continued by extracting the

geometric tolerance symbol and tolerance information. There are several variations of possible

combinations of the values inside an FCF. Alternatively, text zones can also be detected. Since

there is no standard to define the text angle, it can be placed horizontally, vertically or with

preferred orientations.

The second challenge is detecting shapes inside the technical drawing and reporting back the

proper location. Shapes can also be inside each other, which complicate the procedure of detection.

The third challenge is to associate a proper relation between detected shapes with the corre-

sponding FCF since there are different ways of this representation. Normally, the Computer-Aided

Design (CAD) file of the part in the drawing is often available which can help validate the detection

using its projection and find the correspondences with the drawing to analyze. It is also possible

to make a CAD file with GD&T information, but this work is for use cases when this information

is not present, which according to FARO Technologies vendors and application engineers, only

about 10% of CAD files used by customers contain this information.
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Figure 1.8 show the CAM2 Measure software with and sample part and the features to be

measure. Each of the features has associated tolerances that must be entered manually.

Figure 1.8: CAM2 Software with sample part and features to be measure
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1.4 Document structure

This document is presented in 5 chapters:

• Chapter 1 - Introduction: the project are explained and its motivation;

• Chapter 2 - Understanding deep learning: the basic concepts of deep learning are

explained;

• Chapter 3 - State of the art: the latest techniques to solve the problem are explained;

• Chapter 4 - Processing technical drawings using deep learning: the methods and

algorithms used to solve the proposed problem are indicated. The tests to validate the

model generalization are explained;

• Chapter 5 - Conclusions and Future work: a final discussion is presented along with

relevant conclusions.
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Deep learning is a collection of techniques from Artificial Neural Network (ANN), which is

a branch of machine learning. ANNs are inspired by information processing and distributed

communication nodes in a biological system such as a human brain. Nodes, which are called

artificial neurons, are responsible for the processing, and the flowing of information in the network.

2.1 Perceptron

A perceptron is an artificial neuron with several inputs, witch performs a weighted summation

to produce an output. The weight of each perceptron is determined during a procedure called

training, which depends on training data. A perceptron can only learn simple functions by learning

the weights from examples. The training of a perceptron can be carried out through gradient-

based methods which are explained later. The output of the perceptron can be obtained by an

activation function or a transfer function. Figure 2.1 shows a perceptron.

35
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Source: Adapted from [5].
Figure 2.1: Example of a Perceptron

2.2 Activation functions

There are several possible activation functions for an artificial neuron. An activation function

decides whether a perceptron should ’fire’ or not. During training, activation functions are

important to adjust the gradients during the training process.

Figure 2.2 depicts a Sigmoid function. It can be considered a smoothened step function, ranging

from 0 to 1. It is useful for converting any value to probabilities and can be used for binary

classification.[5]

Figure 2.3 shows a Hyperbolic Tangent function which acts similarly a sigmoid, but it maps the

input value in a wider range: from -1 to 1. It has been reported that employing a Hyperbolic

Tangent function leads to more stable gradients with fewer vanishing problems. [5][6]

Figure 2.4 shows a Rectified Linear Unit (ReLU) function. It maps input x to max(0, x). The

negative inputs are converted to 0. Since the function is simple, it is computationally inexpensive

and can be trained faster.[5][7]

The choice of an activation function is very dependent on the application and its data.
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Source: Adapted
from Shanmugamani [5].

Figure 2.2: Sigmoid function

Source: Adapted
from Shanmugamani [5].
Figure 2.3: Hyperbolic

Tangent function

Source: Adapted
from Shanmugamani [5].
Figure 2.4: ReLU function

2.3 Artificial neural network

An Artificial Neural Network (ANN) is a processing model inspired by biological neural networks.

The core component of ANNs is artificial neurons. Each neuron receives inputs from several other

neurons, multiplies them by assigned weights, adds them and passes the sum to one or more

neurons. Some artificial neurons might apply an activation function to the output before passing

it to the next variable.[8][9] Figure 2.5 shows a simple ANN, containing an input layer, hidden

layers, and an output layer.

Source: Adapted from Bre et al. [10].
Figure 2.5: An artificial neural network
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2.4 Training neural networks

The training process determines the values of these weights. The model values can be initialized

randomly in the beginning of the training. The error is then computed using a cost function

by subtracting it from the values of the training data (also known as ground truth). Based on

the computed cost, weights are tuned in a way to reduce the error in every step. One popular

procedure for calculating the weights of each node is called backpropagation [11]. Therefore, a

stop criterion of the training process can be defined upon no further decrease is obtained for the

error values.

2.4.1 Backpropagation

During the training, the weights are updated backwards based on the error calculated. Figure 2.6

shows how backpropagation works at a high level.

Figure 2.6: Backpropagation in an ANN.

Figure 2.7 shows in detail of backpropagation. It employs the gradient descent algorithm to

iteratively update the weights of inputs and minimize the output error. [12]



2.5. CONVOLUTIONAL NEURAL NETWORKS 39

Figure 2.7: How Backpropagation works in detail.1

Gradient descent is widely employed to identify the optimal value by taking large iterative steps

when it is far away from the desired solution and small steps when it gets close, assuming that the

steepness of the function gradient is a good clue for this distance. One of most used common cost

function is Cross-Entropy [13]. Figure 2.8 depicts an example of a gradient descent algorithm.

Figure 2.8: Gradient descent algorithm.2

2.5 Convolutional Neural Networks

Convolutional Neural Networks is a class of deep neural network that uses multiples layers and

progressively extracts higher-level features from raw input. It is most commonly used in image
1Image from: https://datascience.stackexchange.com/questions/44703/how-does-gradient-descent-and-backpropagation-work-together
2Image from: https://saugatbhattarai.com.np/what-is-gradient-descent-in-machine-learning/

https://datascience.stackexchange.com/questions/44703/how-does-gradient-descent-and-backpropagation-work-together
https://saugatbhattarai.com.np/what-is-gradient-descent-in-machine-learning/
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processing. In an image recognition application, the raw input may be a matrix of pixels; the first

representational layer may abstract the pixels and encode edges; the second layer may compose

and encode arrangements of edges; the third layer may encode a nose and eyes; and the fourth

layer may recognize that the image contains a face.

Figure 2.9: Example of a Convolutional Neural Networks.3

In traditional machine learning algorithms the feature extraction is done by a human, but in

Convolutional Neural Networks the feature extraction is done automatically.[14]

3Image from: https://cdn.edureka.co/blog/wp-content/uploads/2017/05/Deep-Neural-Network-What-is-Deep-Learning-Edureka.
png

https://cdn.edureka.co/blog/wp-content/uploads/2017/05/Deep-Neural-Network-What-is-Deep-Learning-Edureka.png
https://cdn.edureka.co/blog/wp-content/uploads/2017/05/Deep-Neural-Network-What-is-Deep-Learning-Edureka.png
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Figure 2.10: Machine learning comparison with deep learning.4

Figure 2.11 shows the performance comparison between a traditional machine learning algorithm

and a deep learning algorithm. Performance is much higher with increasing if the amount of

training data is large.[15]

Figure 2.11: Performance comparison of deep learning with traditional machine learning
algorithms.5

2.5.1 Transfer learning

Transfer learning is a machine learning technique to reuse a trained model as a starting point to

develop other models to solve different problems. Although starting a model from scratch leads

in a specified solution to a problem, it costs a lot of resources, temporally and computationally.

4Image from: https://cdn.edureka.co/blog/wp-content/uploads/2017/05/Deep-Neural-Network-What-is-Deep-Learning-Edureka.
png

5Image from: https://www.datacamp.com/community/tutorials/machine-deep-learning

https://cdn.edureka.co/blog/wp-content/uploads/2017/05/Deep-Neural-Network-What-is-Deep-Learning-Edureka.png
https://cdn.edureka.co/blog/wp-content/uploads/2017/05/Deep-Neural-Network-What-is-Deep-Learning-Edureka.png
https://www.datacamp.com/community/tutorials/machine-deep-learning
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This technique allows to speed up the training process while it improves the performance of the

second model. Also, it can help solve overfitting by using more general data[16]. Figure 2.12

shows an improved performance throughout the training process.

Source: Adapted from Torrey and Shavlik [17].
Figure 2.12: Transfer learning comparison

2.5.2 Synthetic data

When there is little data for training, another option is to create a synthetic dataset that can

represent data close to the real. On the other hand, there may be a lot of data but it cannot be

used for various reasons such as privacy issues[18]. A mix of real data with synthetic data may

also be used with some advantages [19].

There are some benefits of using synthetic data such as [20]:

• Protecting privacy

• Enabling exploratory development

• Focusing CS research attention on problems of national priority

• Ensuring reproducibility

• Reducing multiple hypothesis issues

• Avoiding propagation of bias

• Suppressing sensitive signals
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In this chapter, I aimed to analyze several state of the art algorithms which are used to solve the

proposed problem. First, I will investigate the state of the art algorithms for text detection and

character recognition, followed by the algorithms for detecting and localizing geometrical shapes.

3.1 Text detection and recognition

The task of recognizing text is called Optical Character Recognition (OCR) and generally consists

of text localization and recognition. Before recognizing the text, it is necessary to first find the

zones containing text, then cropping each area, and finally analyze these to recognize the group

of characters forming the text. OCR algorithms can also make use of a dictionary to measure

the edit distance [21] to known words in order to enhance their accuracy. In this proposed

work, the characters to be detected contain special symbols, such as Geometric Dimensioning

and Tolerancing (GD&T) symbols, which are not included in typical OCR engines, therefore while

these engines can present an appropriate performance for the most common characters, some

characters in technical drawings are not recognized correctly.

In the present problem, GD&T symbols may be present alone, so each symbol is not part of a

43
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word, making distance editing techniques not very adequate to improve accuracy.

In classic OCR, there are two methods for character recognition: Matrix matching (also known

as template matching), and feature extraction.[22]

Matrix matching is a simpler approach. It compares the character to be detected to a set of

known characters. The character set must include the same character in various fonts types.

Some preprocessing of the image is required such as binarisation, line removal, layout analysis,

line and word detection, character isolation and normalize aspect radio and scale.[23]

The feature extraction method is more robust since it aims to find features such as open

areas, closes shapes, diagonal lines, intersections as a result it is more flexible and able to detect

characters from similar fonts.

OCR can also be done using machine learning. A simple algorithm is a Convolutional Neural

Network (CNN) which will be explained later.

3.1.1 Text detection

Text detection is a task of detecting parts of an image that contains text. The Stroke Width

Transform (SWT) and Maximally Stable Extremal Regions (MSER) algorithms can be used to

detect text inside the image, and these algorithms only use image processing techniques.

Epshtein et al. [24] describes the implementation of SWT and is capable of detecting text

in natural scenes images. Xu-Cheng Yin [25] describes the implementation of MSER and is

capable of detecting text in natural scene images, but have some limitations such as can only

handle horizontal text due to features and linking strategy. The EAST text detector described by

Xinyu Zhou [26] is a deep learning model. It can detect horizontal and non-horizontal text and is

very fast.

3.1.2 Character recognition

Recent investigations use algorithms based on deep learning to learn the character set and they

even allow the recognition of handwriting quite successfully.
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One of the simpler deep learning algorithms for image processing is CNN. It is a class of deep

neural networks commonly applied to analyzing images and uses relatively little preprocessing

compared to traditional image classification algorithms. A CNN algorithm learns filters that in

traditional algorithms are hand-engineered, but a simpler CNN only allows image classification. A

whole image region is analyzed and the output classifies it into in one of the possible categories for

which it was trained. For training, a lot of manual classified images is necessary. In some scenarios

it can be possible to generate images and the corresponding classification or data annotation which

makes it a lot easier. The training process needs much more time for calculation weights of neural

network nodes than with conventional ANNs. For accelerating this process, Graphics Processing

Units (GPU) are typically used.

Figure 3.1 shows a typical CNN network. The convolution layer of CNN is the first layer and

extract features from the input image. It is a mathematical operation that transforms the input

image through one or several filters, also known as kernels. The size of the filter can have several

sizes but normally is an odd value. The values of kernel determine the type of filter. The output

matrix is smaller but can be add some type of the padding to keep the output matrix of the same

size.

Source: Adapted from Saha [27].
Figure 3.1: A typical CNN for classify handwritten digits.
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Figure 3.2 shows an example of a convolution filter. The algorithm is applied to the whole image

and the matrix values around the current pixel are multiplayer by the kernel matrix, resulting is

this example into a smaller matrix.

Figure 3.2: Example of a convolution filter.1

This resulting matrix of values is sent to the next layer of CNN. In the exemplified CNN, the

next layer is a Max-pooling layer.

The pooling layer is not mandatory but commonly used to perform down-sampling to reduce the

amount of computational power and also to only send important data to the next layer. There are

different kinds of pooling layers. The max pooling only takes the largest value, the average polling

takes the average value from all values, and sum pooling takes the sum of all values. But pooling

can cause problems losing positional information. With incremental computer power, there are

other ways of down-sampling such as separable and dilated convolutions. The Figure 3.3 shows

an example of max pooling operation where four pixels are combined and the highest is sent to

the next layer.

Source: Adapted from Shanmugamani [5].
Figure 3.3: Max pooling operation with 2x2 filter and stride 2.

There may be one or more convolution layers connected to the next one. The convolution and

pooling layers are part of the feature extraction functional group of the whole CNN.

1Image from: https://insuranalytics.ai/general/different-kinds-convolutional-filters/

https://insuranalytics.ai/general/different-kinds-convolutional-filters/
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The last layers are the classification layers and consist of fully connected layers. The final layer

has as many outputs as possible classifications. Each output produces a probability value. For

example, to recognize the numbers from 0 to 9 there are 10 outputs. Usually, when building a

CNN several combinations of layers are tested and verified, keeping the ones that obtain better

results.

The training process is an optimization iterative process and gradient descent is used to identify

the optimal value by taking big steps when the gradient is high and smaller steps when the gradient

is low. The most used loss function is the mean squared error.

The training result is a model with weights calculated for each layer of the neural network.

Transfer learning can be used to improve the model and reduce the training duration.

Other CNN based algorithms allow object detection, image segmentation, and object localiza-

tion. Some of these algorithms are described later.

3.1.3 Text recognition

Several papers are referencing Recurrent Neural Network (RNN) [28], Long Short-Term Memory

(LSTM)[29][30] and Gated Recurrent Unit (GRU)[31] to perform OCR successfully. They will be

described next.

3.1.4 Recurrent Neural Network

RNN is a family of neural networks suitable for learning representations of sequential data like text.

While each character is not sequential in nature, each character can be interpreted as a sequence

of columns and rows. Internally, RNN has hidden states that can process a sequence of data. But

RNN was some problems such as error gradient vanish exponentially quickly.[32] This problem

occurs in ANNs trained using gradient descent with backpropagation, and this problem becomes

worse as the number of layers in the architecture increases and using activation functions whose

derivatives tend to be very close to zero such as the sigmoid function are especially susceptible to

the vanishing gradient problem. One way to help solve the problem is to change to an activation

function like ReLU.[33] Figure 3.4 shows an RNN unit.
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Figure 3.4: RNN Unit.2

3.1.5 Long Short-Term Memory

LSTM is based on RNN and was discovered in 1997, but in 2007 started to revolutionize some

areas such as speech recognition, outperforming traditional models. It has recently been used to

perform text recognition and and even to perform handwriting recognition.

The LSTM is an RNN that has feedback connections. That feedback connection allows the

neural network to have persistence and can remember observations over long sequence intervals.

In the LSTM unit, the error is back-propagated from the output layer and the error remains in

the LSTM unit cell. This error continuously feeds error back to each LSTM unit’s gates until it

learns to cut off the value.[34]

Figure 3.5 shows an LSTM unit. A common LSTM unit is composed of a cell, an input gate,

an output gate, and a forget gate. The cell is responsible for keeping track of the dependencies

between the elements in the input sequence. The input gate controls the extent to which a new

value flows into the cell. The forget gate controls the extent to which value remains in the cell.

The output gate controls the extent to which value in the cell is used to compute the output

activation of the LSTM unit. Commonly, the activation function of LSTM is the logistic function.

Each LSTM unit is connected to the next one. The weights of these connections are learned

during the training and determine how the gates operate.

2Image from: https://medium.com/@saurabh.rathor092/simple-rnn-vs-gru-vs-lstm-difference-\
lies-in-more-flexible-control-5f33e07b1e57

https://medium.com/@saurabh.rathor092/simple-rnn-vs-gru-vs-lstm-difference-\lies-in-more-flexible-control-5f33e07b1e57
https://medium.com/@saurabh.rathor092/simple-rnn-vs-gru-vs-lstm-difference-\lies-in-more-flexible-control-5f33e07b1e57
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Figure 3.5: An LSTM Unit.3

3.1.6 Gated Recurrent Unit

GRU is an LSTM variant that was introduced by [35]. It retains the resisting vanishing gradient

properties of LSTM but is internally simpler and faster than LSTM. Figure 3.6 shows an GRU

unit. It has only two gates, an update gate and, a reset gate.

Figure 3.6: An GRU Unit.4

The update gate (r[t]) decides how much of a previous memory to keep around. The reset

input defines how to combine new input with the previous value. There is no persistent cell state

distinct from the hidden state.

3Image from: https://en.wikipedia.org/wiki/Recurrent_neural_network
4Image from: https://en.wikipedia.org/wiki/Recurrent_neural_network

https://en.wikipedia.org/wiki/Recurrent_neural_network
https://en.wikipedia.org/wiki/Recurrent_neural_network
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3.2 Object detection

Semantic segmentation is the task of classifying each pixel in an image into a class label.[36]

Figure 3.7 shows an example of semantic segmentation.

Figure 3.7: An example of semantic segmentation.5

Figure 3.8 shows an overview of different object detection tasks and compares them. Detection

in this example is the task of verifying if an image contains one or more balloons. A simple CNN

is capable of performing this. Semantic segmentation detects all pixels that contain a balloon,

but does not distinguish balloons. Object detection knows the location of each balloon but not

the exact pixels. Instance segmentation knows the location and the pixels that belong to each

balloon.

5Image from: http://www.cs.toronto.edu/~tingwuwang/semantic_segmentation.pdf

http://www.cs.toronto.edu/~tingwuwang/semantic_segmentation.pdf


3.2. OBJECT DETECTION 51

Figure 3.8: Overview of different object localization tasks.6

Object detection is the ability to find the presence and position of one or more objects in an

image. For detecting multiples objects in the same image, an intuitive method consists of dividing

the image into several regions and apply CNN to each region as a separate image. This method

requires to have a very large number of regions and requires a huge amount of computational time.

In recent years better algorithms have been developed that can analyze an image very quickly and

are even fast enough to analyze videos in real-time.

3.2.1 Region-based Convolutional Neural Networks

Region-based Convolutional Neural Networks (R-CNN) proposed by Ross Girshick [37] uses a

process called selective search to extract boxes (or regions) from the image. It uses image

segmentation to split the image into several regions by grouping pixels by texture, color or intensity.

These regions produce the final object locations (Region of Interest). Figure 3.9 shows how R-CNN

works.

6Image from: https://engineering.matterport.com/splash-of-color-instance-segmentation-with-mask-r-cnn-and-tensorflow-7c761e238b46

https://engineering.matterport.com/splash-of-color-instance-segmentation-with-mask-r-cnn-and-tensorflow-7c761e238b46
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Source: Adapted from [37].
Figure 3.9: R-CNN.

The R-CNN works well but is quite slow because it has to execute all CNN for every single

region of the proposal witch are about 2000 regions.[38] It has also to train three different models

separately without much shared computation. These models are:[38]

• the CNN for image classification and feature extraction

• the top Support-vector machine classifier for identifying target objects

• the regression model for tightening region bounding boxes

3.2.2 Fast Region-based Convolutional Neural Networks

The Fast Region-based Convolutional Neural Networks (Fast R-CNN) proposed by Girshick [39]

solves the problems of R-CNN. Figure 3.11 shows a Fast R-CNN architecture. It receives an input

image and multiples Region of Interest (ROI) are sent to a Fully Convolutional Network (FCN).

Each ROI is pooled into a fixed-size feature map and then mapped to a feature vector by fully

connected layers. The output has two output vectors per ROI.

Source: Adapted from [39].
Figure 3.10: Fast R-CNN architecture.
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3.2.3 Faster Region-based Convolutional Neural Networks

Faster Region-based Convolutional Neural Networks (Faster R-CNN) proposed by Shaoqing Ren

[40] uses a Region Proposal Network (RPN) that scans each region and predicts if an object is

present or not. But the advantage of RPN is that does not scan the actual image but instead

scans the feature map making the process much faster. The Figure 3.11 shows a Faster R-CNN.

Source: Adapted from [40]
Figure 3.11: Faster R-CNN.

3.2.4 Fully Convolutional Network for semantic segmentation

FCN described in Jonathan Long [41] is an extension to Faster R-CNN that allows semantic seg-

mentation. Figure 3.12 shows how an FCN works. This model uses various blocks of convolution

layers and max pool layers to first decompress an image to 1/32th of its original size. It then

makes a class prediction at this level of granularity. Finally, it uses upsampling and deconvolution

layers to resize the image to its original dimensions.[42]
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Source: Adapted from [41]
Figure 3.12: FCN.

3.2.5 Mask Region-based Convolutional Neural Networks

Mask Region-based Convolutional Neural Networks (Mask R-CNN) described in Kaiming He [43]

extends Faster R-CNN by adding a branch for predicting segmentation masks on each ROI, in

parallel with the existing branch for classification and bounding box regression. The mask branch

is a small FCN applied to each ROI, predicting a segmentation mask in a pixel-to-pixel manner.

The mask allows pixels segmentation also known as instance segmentation.

It takes the advances of R-CNN and FCN for object detection and semantic segmentation. It is

simple to train and adds only a small overhead to the Faster R-CNN. The output gives bounding

boxes and segmentation masks on each object. Currently, it is a state-of-the-art framework for

image segmentation tasks.

The FCN model can be used for image detection and segmentation.

In the segmentation mask step, the algorithm takes a region of interest as input and generates

pixels masks as output. Then these masks are scaled up.

Figure 3.13 shows a mask R-CNN.
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Source: Adapted from [43].
Figure 3.13: Mask R-CNN.

3.2.6 You Only Look Once

You Only Look Once (YOLO) proposed by Joseph Redmon [44] divides the image into a grid of

SxS size of cells. For each cell predicts bounding boxes and class probabilities.

Figure 3.14 shows a YOLO grid.

Source: Adapted from [44].
Figure 3.14: YOLO grid.
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This algorithm is faster than previous mentioned R-CNN based algorithms but does not allow

us to create a mask around the object. Mask R-CNN is currently the state of the art when we

need masks.

3.2.7 Single Shot Multibox Detection

Single Shot Multibox Detection (SSD) proposed by Wei Liu [45]. This algorithm only needs to

take one single shot to detect multiple object within the image and is much faster compared with

two-shot RPN-based approaches. For training it only needs an input image and ground truth

boxes for each object. Using convolutions, it evaluate a small set of default boxes of different

aspect ratios at each location in several feature maps with different scales. Figure 3.15 shows an

SSD with different feature map sizes. This algorithm is faster then YOLOv1 and more accurate.

Source: Adapted from [45].
Figure 3.15: SSD.

3.3 Discussion

Initially, the YOLO algorithm was considered for geometry detection as it is considered the state

of the art algorithm with regard to the speed of detection. But not allowing the contours of

geometry led to the choice of Mask R-CNN.

For text recognition, it became clear that the way forward would be to use LSTM, but for text

detection, several approaches may be possible. In addition to the specialized algorithms analyzed,

another option will also be to use a Mask R-CNN for this work.



Chapter 4

Processing technical drawings using

deep learning

4.1 Computational tools . . . . . . . . . . . . . . . . . . . . . . . . . . . 58

4.2 Processing pipeline Overview . . . . . . . . . . . . . . . . . . . . . 59

4.3 Image preprocessing . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

4.4 Text detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

4.5 Feature Control Frame, Datum and Text detection . . . . . . . . 65

4.6 Text recognition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68

4.7 Shape detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

4.8 Text and shape relationship . . . . . . . . . . . . . . . . . . . . . . 70

4.9 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

This chapter describes the tools and algorithms used to solve the proposed problem. The input

for the processing pipeline is an image obtained from either a vectorial Portable Document Format

(PDF) file, a scanned image, or an image taken by camera. Considering the last two cases, in

which the input image is obtained via camera or scanner, the image quality and illumination

may present a level of variation, therefore, employing image processing techniques can assist as a

preprocessing step to improve the quality of the input image.

A Computer-Aided Design (CAD) file containing the drawing of the part can be indicated,

and in this case the drawing can be projected from various perspectives to assist the algorithm

understanding the shapes present in the image.
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Concerning the result of the proposed methodology, outputs should be a list of shapes and

related information.

4.1 Computational tools

During the experiments here presented, several computational tools were used. The main ones

used were:

• Python: is an interpreted, high level and general-purpose language. The first release is in

1991 and is currently one of the most used, especially in the areas of machine learning.[46]

• Jupyter notebooks: it is an interactive interpreter with support for various languages but is

especially focused on python. Google Colab is based on Jupyter notebook and has Graphics

Processing Unit (GPU) and Tensor Processing Unit (TPU) that can be used for free, but

has a run-time limitation of 12 hours.[47]

• OpenCV: is a software library with functions that target real-time computer vision. It is

originally developed by Intel. It is cross-platform and free to use under the open-source

BSD license. OpenCV integrates with deep learning frameworks like TensorFlow, Torch,

and Caffe.[48]

• TensorFlow: TensorFlow is a free and open source software library and was developed by

Google for internal use. In 2015 it was public released. It is also used for machine learning

applications such as neural networks.[49]

• Keras: is an open-source neural network library written in Python. It is capable of

running on top of TensorFlow and other Machine learning engines. Designed to enable

fast experimentation with deep neural networks, it focuses on being user-friendly, modular,

and extensible.[50]

• Tesseract: is an optical character recognition engine. The development was started by

Hewlett-Packard in 1985. In 2005 was released as open source. The development is also

sponsored by Google since 2006. The latest version adds Long Short-Term Memory (LSTM)

to the engine.[51]
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4.2 Processing pipeline Overview

Figure 4.1 shows the processing pipeline for this work. The image is taken from a PDF file,

scanned image or taken from a camera and then it is sent to an image preprocessing module

that corrects the image perspective and binarizes the pixels values using the adaptive Gaussian

thresholding algorithm. The resulting image is sent to the following modules.

The shape detection module and text detection modules can be done in parallel. The detected

text areas that match must be merged and sent to the text recognition module. The final module

receives the detected shapes and recognized text and tries to matches them, through proximity

to the text, arrow or image registration.

Figure 4.1: Processing pipeline diagram.
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4.3 Image preprocessing

In this section the algorithms used for image preprocessing are described. In the scenario of the

image being obtained through the rasterization of a vector image, these algorithms may not be

necessary.

4.3.1 Color to grayscale conversion

Usually, the image processing is made with gray scale images when color is not important. In this

pipeline this step is mandatory.

4.3.2 Perspective Transform

The perspective correction only needs to be made if the image is taken via camera. One way to

correct this is to employ Affine Transformation, in which requires 4 points. These points can be

annotated manually or automatically determined using a bounding box algorithm such as minimum

bounding rectangle.

4.3.3 Adaptive Gaussian Thresholding

An image taken from a camera or a scanned image can have some noise caused by lighting and

shadows. A rasterized image may contain some intermediate gray pixels that should be white or

black. In order to remove noise from the image an algorithm was used that allows the pixels of

an image to be converted from a gray scale (0-255) to only 0 or 1. One of the better methods

for this is a binary threshold. There are several binary threshold methods but adaptive gaussian

thresholding should be the best. In this algorithm, the threshold value is the weighted sum of

neighborhood value. The weights are a Gaussian window of some size.

The Figure 4.2 shows a rasterized PDF image that was binarized using the adaptive Gaussian

thresholding. The resulting image is improved.
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Figure 4.2: Result of the original image binarized.

Figure 4.3 shows a fragment of an image taken from a photo that was binarized using global

thresholding, adaptive mean thresholding, and adaptive Gaussian thresholding. In this case the

result is not as good as that obtained from a rasterized image. The resulting images contain noise

and missing information, but the adaptive guassian thresholding has the best result.
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Figure 4.3: Fragment of original image and binarization using global thresholding, adaptive
mean thresholding, and adaptive Gaussian thresholding.

Figure 4.4 shows the same fragment of the image but now using the Otsu’s thresholding[52]

directly from the original image and with two different prepossessing algorithms, median blur-

ring, and Gaussian blurring. The result is not so good comparatively with Adaptive Gaussian

Thresholding.

Figure 4.4: Fragment of original image and binarization using Otsu’s thresholding and a
preprocessing using median blurring and gaussian blurring.
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4.4 Text detection

In the first attempt tesseract[51] was used to detect and recognize the text in the entire image,

but the results were not good.

In the second attempt the EAST algorithm was used to do only detection of text areas. Figure 4.5

shows the detected text using the EAST algorithm. The detected text includes horizontal and

non-horizontal text, and was able to detect special symbols. However, not all text is detected.

Figure 4.5: Text detection using EAST algorithm.

It has also been tried to use a computer vision algorithm to detect Geometric Dimensioning and

Tolerancing (GD&T) and Datum information box lines. Figure 4.7 shows the detected lines with

the Hough lines transform algorithm. Hough Transform is a method used in image processing to

detect any shapes, if that shape can be represented in a mathematical form and can even detect if

the shape is broken or distorted a bit.[53] Figure 4.6 shows an example o houghlines. The points

are converted from parametric form to perpendicular distance from origin to the line, and is the
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angle formed by this perpendicular line and horizontal axis measured in counter-clockwise.

Figure 4.6: An example of houghlines.1

Figure 4.7: Detecting lines with Hough lines algorithm.

Finally, Mask R-CNN trained and tested to detect text. Usually, the text is inside a Feature

1Image from: http://aishack.in/tutorials/hough-transform-basics/

http://aishack.in/tutorials/hough-transform-basics/


4.5. FEATURE CONTROL FRAME, DATUM AND TEXT DETECTION 65

Control Frame (FCF) or datum box, so the training images must contain text inside FCF, datum

box, but also outside.

4.5 Feature Control Frame, Datum and Text detection

It is difficult and inadequate to obtain real technical images since they are usually related to

industrial secrets. To get around this limitation I decided to generate images containing the text

to contemplate the different uses and forms.

Three classes have been defined for this: fcf, datum, and text. Then, a python script was

made to generate images with randomly placed text elements inside each image and with different

information. Shapes were also placed at random positions but without annotations for that.

Figure 4.8 shows an example of a generated image. The python script references the pycairo library

to an easy drawing of shapes, but some difficulties were encountered and it was not possible to

timely generate images with rotating text and shapes with the corresponding annotations. Each

image has a resolution of 512x512 pixels and contains shapes and text. For each texts, image was

generated containing the mask of the region where the text is located.

Figure 4.8: Example of generated image for training text detection.

The generated images were separated into 3 groups: train, validation, and test. The train

images and annotations serve to train the Mask R-CNN. The validation set of images are used
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during the training process to evaluate the approximate error. Figure 4.9 shows the corresponding

generated images serving as a mask for each text present in the original image. 8000 images were

generated for training, 1000 for validation, and 500 for test.

Figure 4.9: Example of some generated mask images for the previous image.

An open-source library implemented by Abdulla [54] was used. This library implements Mask

Region-based Convolutional Neural Networks (Mask R-CNN) with small modifications. It is based

on Feature Pyramid Network (FPN)[55] and a ResNet101 backbone[56]. Figure 4.10 shows an

illustration of an FPN.

Figure 4.10: An illustration of an FPN.

The annotations were generated automatically using a utility to convert image masks to an-

notations in format identical to the COCO[57] format. It is in json format and for each image

contains a bounding box and a polygon delimiting the object. The COCO format is the most used
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for this task. It is sponsor by big companies like Microsoft and Facebook. The COCO project

also includes a dataset with:

• Object segmentation

• 330k images (200k of them labeled)

• 1.5 million of object instance

The training process occurred in a total of 75 Epoch and 400 iterations per Epoch. An Epoch

is an iteration over the entire dataset.

Figure 4.12 shows the text detection using the trained Mask R-CNN. Near the object is a label

that indicates the probability value. Each detected object is contained inside a horizontal rectangle

but is also filled with a mask. The mask allows a better localization and orientation of an object.

In the generated images all text is horizontal but in real images some text can be no horizontal

and the mask allows to extract the text part.

Figure 4.11: Text detection using the trained Mask R-CNN.

Figure 4.12 shows the text detection using EAST algorithm in generated images. We can verify

that the algorithm cannot detect text when it is just one character. The FCF are also partially

detected.
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Figure 4.12: Text detection in the generated images using EAST algorithm.

Detection using Mask R-CNN seems to have better results and has the advantage that the

detection can classify the text type.

4.6 Text recognition

For text recognition was used the latest version of Tesseract. The tesseract 4.0 implements LSTM

and is trained with multiple fonts, but does not recognize GD&T symbols, so is necessary to train

with images containing these symbols. For generating these images a python script was used

to generate symbols with various font sizes. The resulting model must be used in combination

with existing models to allow recognition of both symbols and chars. The output can be in the

XML format and includes the recognized text and bounding boxes of each detected phase. We

are interested only in the recognized text because the image send to tesseract is a text area

detected earlier. Even so, there are some issues related to the proximity of lines that sometimes

the character is badly recognized. A possible solution is detection lines and subtracting from the

original image. This can be done using morphological operations. But in this line removal, parts

of the text may also be deleted. Figure 4.13 shows on the left side original areas containing text

and on the right side the result image after applying a morphological operation. In one of the FCF,
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the vertical lines were not removed and in another FCF the symbol of GD&T was unrecognizable.

Figure 4.13: Result image after applying a morphological operation to remove horizontal and
vertical lines.

Figure 4.14 shows the text recognition in an FCF after lines removal. On the right side of image

is a text output of the recognized text.

Figure 4.14: Text recognition in an FCF after lines removal.

4.7 Shape detection

For shape detection, several algorithms were analyzed. I started with You Only Look Once

(YOLO). Currently, there are several implementations of this algorithm. The official implemen-

tation is a C++ library that can run on Central Processing Unit (CPU) and GPU. But before

training, we need images with the shapes. As already mentioned, it is difficult to get images of

real drawings. Due to this limitation, images containing these shapes have also been generated.

But YOLO does not allow us to detect the mask along the shape and in some situations this is

an important information. It also has other limitations like detecting small objects.

The best algorithm to solve this problem is again an Mask R-CNN. Several other classes are

defined such as rectangles, squares, triangles, lines, round slots. A python script was used to

generate the images to train the Mask R-CNN. Figure 4.15 shows a generated image and generated
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Figure 4.15: Example of generated image for training and image with masks.

image with a mask for each class present in the original image. The masks outline each shape.

As with the text, the annotations were generated automatically to MS COCO[57] format. 8000

images were generated for training, 1000 for validation and 500 for test. It is not necessary to

start training from scratch because some image features are so common that are already present

in the pre-trained models. The training process started with weights of pre-trained COCO[57]

dataset. The training process occurred in 75 iterations or epochs.

Figure 4.16 shows the detection using the trained Mask R-CNN. There is a label above each

detected object that indicates the class and the probability of belonging to this class. Each

detected object is contained inside a horizontal rectangle but is also filled with a mask. The mask

allows a better localization and orientation of an object.

4.8 Text and shape relationship

In the shapes training set arrows and bidirectional arrows are included. These can help us relate a

shape to the corresponding text. Figure 4.17 shows the detection of arrows and their masks. The

mask is particularly important in these two shapes. Using the shape of the mask, it is possible

to determine the beginning and end of the arrow and its direction. With this information we can

relate the text information to the shape that is closest to each end.
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Figure 4.16: Shapes detection using the trained Mask R-CNN.

Figure 4.17: Arrows detection using the trained Mask R-CNN.



72 CHAPTER 4. PROCESSING TECHNICAL DRAWINGS USING DEEP LEARNING

4.9 Results

During the training process were recorded several loss values and allows to verify how the training

is going and if it is no longer worth training. They are:

• rpn class loss: RPN anchor classifier loss.

• rpn bbox loss: RPN bounding box loss graph.

• mrcnn class loss: loss for the classifier head of Mask R-CNN.

• mrcnn bbox loss: loss for Mask R-CNN bounding box refinement.

• mrcnn mask loss: mask binary cross-entropy loss for the masks head.

Figure A.1 shows the chart comparing the training and validation loss along of the 75 epochs

of the training the text model. The loss displayed on the chart is the sum of rpn class loss, rpn

bbox loss, mrcnn class loss, mrcnn bbox loss and mrcnn mask loss. This training used transfer

learning starting from COCO[57] weights. Loss slightly changes after epoch 59, so the 75 epochs

were enough.

Figure 4.18: Training/Validation loss of text detection.

Figure 4.19 shows the training/validation loss during the training of 75 epochs and annotations

for shapes and text. The loss in this training did not go down as much as in training where only

text annotations were used. The drop in loss is also not as constant as when trained with text

annotations only.
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Figure 4.19: Training/Validation loss of shapes and text detection.

The most common metric for evaluating object detection is the Intersection over Union (IoU),

also referred to as the Jaccard index. [58][59] It measures the percent of overlap between the

object and the detected box. Figure 4.20 shows an illustration of precision, recall, and IoU. In the

case of instance segmentation, instead of the bounding box is used the IoU of the object mask.

Figure 4.20: An Illustration of precision, recall and IoU.2

As a reference, Figure 4.21 shows an example of IoU scores with different overlaps. In this

example, only the first image is considered as a true positive.

2Image from: https://github.com/stereolabs/zed-yolo/tree/master/libdarknet

https://github.com/stereolabs/zed-yolo/tree/master/libdarknet
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Figure 4.21: Example of IoU scores.3

• A True Positive (TP) is observed when the prediction-target pair has an IoU score witch

exceeds the predefined threshold.

• A False Positive (FP) indicates a predicted object mask had no associated ground truth

object mask.

• A False Negative (FN) indicates a ground truth object mask had no associated predicted

object mask.

One of metric to evaluate the Mask R-CNN is mean Average Precision (mAP). [60]

Table 4.1 shows the precision of each text class. The fcf and datum classes has high precision.

Table 4.1: mAP of text detection at IoU=0.5

Class Total objects Precision
fcf 437 0.998

datum 497 0.99
text 438 0.75

Average 0.993

Table 4.2 shows the precision of each shape class. Circles have good precision. The squares and

rectangles have an acceptable precision, but lines and arrows have low precision. From analyzed

images, the detection of lines and arrows is sometimes misidentified due to their similarity. Other

times the line or arrow is identified on one edge of a rectangle or square.

3Image from: https://www.jeremyjordan.me/evaluating-image-segmentation-models/

https://www.jeremyjordan.me/evaluating-image-segmentation-models/
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Table 4.2: mAP of shapes detection at IoU=0.5

Class Total objects Precision
circle 434 0.98
square 365 0.82

rectangle 325 0.75
line 336 0.31
arrow 439 0.24

Average 0.62

Table 4.3 shows the precision of a Mask R-CNN trained with all classes. The precision were

calculated with iou of 0.5, 0.75 and 0.95.

Table 4.3: mAP tested with 1000 images

Class Images IoU=0.5 IoU=0.75 IoU=0.95
datum 962 0.99 0.98 0.56
fcf 943 0.99 0.99 0.89
text 940 0.97 0.84 0.17

square 714 0.80 0.76 0.29
circle 863 0.99 0.97 0.56
line 665 0.48 0.29 0.21

rectangle 685 0.74 0.66 0.002
arrow 894 0.65 0.14 0.03

Average 0.84 0.72 0.36

Figure 4.22 shows a generated image for testing and the detections made by the Mask R-CNN.
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Figure 4.22: Detection on sample image.

Figure 4.23 shows the confusion matrix of the same tested image. We can verify the detection

of squares as actually rectangular and the line that is an arrow.
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Figure 4.23: Confusion matrix of one test image.

Figure 4.24 shows the confusion matrix of another image. We can verify the detection of an

arrow but is a line. After analyzing some images we can verify that the lines are often detected

as arrows and the squares as rectangles. These four classes seem to have detection problems due

to their similarity. A possible improvement will be to join the rectangle and square classes. On

the other hand, the arrows must continue to be distinguished from the lines.
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Figure 4.24: Confusion matrix.

Table 4.4 shows the mAP with various IoU starting at 0.5 and ending at 1 with 0.05 increments.

These values are calculated with various sets of images.
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Table 4.4: Precision, Recall and F1 Score at different IoU

IoU Precision Recall F1 Score
0.50 0.90 0.96 0.93
0.55 0.89 0.96 0.92
0.60 0.87 0.95 0.91
0.65 0.84 0.94 0.89
0.70 0.81 0.93 0.86
0.75 0.77 0.91 0.83
0.80 0.72 0.87 0.79
0.85 0.66 0.81 0.73
0.90 0.56 0.69 0.62
0.95 0.36 0.50 0.42
1.00 0.03 0.23 0.05

The model is trained with annotations like shown in Figure 4.25. The mask of each object to

detect is strong along all the objects. This is an ideal scenario.

Figure 4.25: Image with original annotations.

Figure 4.26 shows the detection using the trained Mask R-CNN. Near the object is a label

that indicates the IoU value. Each detected object is contained inside a horizontal rectangle that

matches almost perfectly but is also filled with a mask that no longer corresponds so much with

the optimal detection, but still allows a good localization and orientation of an object.
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Figure 4.26: Detection using the trained Mask R-CNN.

To test the robustness of the detection model one of the test images was changed to contain some

rotated shapes. The training and validation image set has no shape with rotation. Figure 4.27

shows on left the image and on the right the image with detection’s made by the model of shapes.

Seems to be some detection as lines in some parts of the shapes. It seems to have occurred due

to the lack of rotating shapes and the model overfitted as lines.

Figure 4.27: Detection of some rotated shapes (1).
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Figure 4.28 contains a new shape called round slot and it is detected as a circle. It has also

some manually placed circles inside other shapes and is detected correctly.

Figure 4.28: Detection of some rotated shapes (2).

Detecting shapes in generated images can be very different from detecting in real images as

shown in Figure 4.29. We can verify that text detection is not good, but the text in the training

set had little variation and no non-horizontal text was placed, so failed to generalize. Was able to

detect shapes within shapes.
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Figure 4.29: Detection of real world drawing.

The most commonly used way to measure text recognition accuracy is by using Levenshtein[61]

distance also known as edit distance. Levenshtein distance is a string metric for measuring the

difference between two sequences. Informally, the Levenshtein distance between two words is

the minimum number of single character edits (insertions, deletions or substitutions) required to

change one word into the other.[62] This metric allows measuring the precision with small errors

such as an incorrect character. We can also consider the accuracy of binary form for each sentence

and just consider an exact match to be correct.

The precision of detection text outside boxes and without special characters is 0.501 for an

exact match. But without line removal, precision rises to 0.519. But through data analysis, it was

found that detection was not always better without removing lines. Table 4.5 shows the precision

and recall, with line removal and without line removal.

Table 4.6 shows the precision and recall, without line removal for some texts and Table 4.7

shows with line removal.
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Table 4.5: Precision and recall of text recognition with and without line removal

Precision Recall
With line removal 0.74 0.74
Without line removal 0.86 0.85

Table 4.6: Precision and recall of some text recognition without line removal

Text Prediction Edit Distance Precision Recall
7BqMtDgsM- 7BqMtDgsM- 0 1 1
7rfqv0 7rfqv0 0 1 1
mRI6,Je:,GH: mRI6,Je:,GH: 0 1 1
U4IC U4IC 0 1 1
93u-S.u3 93u-S.u3 0 1 1
jku:bm0MN. jku:bmOMN. 1 0.9 0.9
cEa3H5r3j6 cEa3H5r3j6 0 1 1
nN nN 0 1 1
zZZ zZZ 0 1 1
GE GE 0 1 1
XiwAnGgAlVx XiwAnGgAl\x 1 0.91 0.91
KmxNnQ5ji. KmenQSji. 3 0.78 0.7
CtWCt3 CtWCt3 0 1 1
sgYFg:fd9 ngFgÂfd9 3 0.75 0.67
hQrL hQrL 0 1 1

Table 4.7: Precision and recall of some text recognition with line removal

Text Prediction Edit Distance Precision Recall
7BqMtDgsM- 7BqMtDgsM- 0 1 1
7rfqv0 ikwmu 6 0 0
mRI6,Je:,GH: mRI6,Je:,GH: 0 1 1
U4IC uaxmc 4 0 0
93u-S.u3 93u-S.u3 0 1 1
jku:bm0MN. jku:bmOMN. 1 0.9 0.9
cEa3H5r3j6 cEa3H5r3j6 0 1 1
nN nN 0 1 1
zZZ i 3 0 0
GE GE 0 1 1
XiwAnGgAlVx XiwAnGgAIVx 1 0.91 0.91
KmxNnQ5ji. KmxNnQÂ§ji. 1 0.9 0.9
CtWCt3 CtWCt3 0 1 1
sgYFg:fd9 sgYFg:fd9 0 1 1
hQrL mkig 4 0 0

The precision of the exact matching of datum is 0.722 in 1000 test images. If we consider correct
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also the cases where it failed because the letter is uppercase, lowercase or duplicate characters,

then the precision increases to 0.95. Table 4.8 shows the most common wrong detections.

Table 4.8: Most common wrong detections of datum character

Text Prediction
Z Zz
C c
W WwW
X Xx
V Vv
W Ww
W w
I |
C c
X x
O c
F FE
W Ww
P p
P Pp
O c
C c
V Vv
O oO

Table 4.9 shows the precision of GD&T symbols recognition and total images with that symbol

in the dataset with 1000 of total images. Some of the symbols have very low accuracy. Figure 4.30

helps to explain why this happens. Some parts of the symbol are removed making the symbol

unrecognizable or even nonexistent. The same symbol is not unrecognizable in all cases. As the

images have different sizes, in some cases part of the symbol is detected as a line. To prevent

this from happening, the line removal will need to take into account the box size.

Figure 4.30: Examples of line removal in GD&T symbols.
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Table 4.9: Precision of GD&T symbols recognition

Symbol Geometric Characteristic Precision Total Images

Flatness 1.00 81

Parallelism 1.00 66

Profile of a line 1.00 80

Position 0.89 63

Circularity (Roundness) 0.88 74

Total runout 0.86 76

Cylindricity 0.80 83

Circular runout 0.52 65

Angularity 0.38 69
Symmetry 0.29 68
Straightness 0.28 69

Perpendicularity 0.27 70

Profile of a surface 0.11 73

Concentricity 0.00 64

Figure 4.31 shows some FCF boxes with line removal. Removing lines does not remove anything

important to the image except the GD&T symbol as previously shown.

Figure 4.31: Examples of line removal in FCF.

Figure 4.32 shows some FCF boxes with line removal.
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Figure 4.32: Result of FCF text recognition.

Figure 4.33 shows a strange text recognition. With only one character less the recognition is

almost perfect, but with a symbol, in the beginning, the recognition is very bad. If the symbol is

placed at the end of the text, the recognition improves but not so good when it did not have the

character at the end.

Figure 4.33: Bug in Tesseract text recognition or an overfitting problem.

Using the edit distance metric, for FCF text recognition, the precision is 0.1683 and recall is

0.1553. This is a very low precision value, but could not verify why some plain text detections

mixed with GD&T symbols are very bad.
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5.1 Conclusion

During this work, I can verify how the CNN based algorithms can learn visual information inside

images, but a large amount of images but some type of classification or annotations is required.

There are few technical images available and are not annotated. It is also difficult to get

these images from customers because of intellectual property and industrial secrecy reasons. For

this reason, was considered a better option to generate synthetic images, but generating good

images also takes much development time. With the current generated images was obtained good

performance, but the detection model performance could be better if the generated images were

more diverse and closer to real images, and with rotated shapes and text.

Training with large numbers of images also requires a high-performance computer, a good

graphics card and a lot of memory. Even with good hardware resources, the training process can

take many hours or days, so the process of imaging, training and then testing the model can be

time-consuming. With the equipment I had available, the faster training process took 7 hours,

but with some glsmaskrcnn settings and data augmentation, it took over 48 hours.
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Using the Mask Region-based Convolutional Neural Networks (Mask R-CNN) for shape detection

seems to have been a good choice since good results were obtained, although only with synthetic

data. It seems that with better and more similar images with real images the result will be even

better.

The choice of Long Short-Term Memory (LSTM), implemented by Tessaract, to perform Optical

Character Recognition (OCR) does not seem to have been a good choice as it did not give

satisfactory results in all cases. I could have used a Convolutional Neural Network (CNN)

to perform character classification and recognize character by character, but in this situation,

Tesseract had good results. The poor results were obtained when text recognition was applied to

entire Feature Control Frame (FCF) data. It was not possible to clarify the reason for this. One

way to try to solve this problem is to identify the various parts of the FCF box and perform an

OCR on each of them individually.

Detecting arrows that relate text information to shape also had good results. It has failed

to detect dimension indicator lines and their dimensions. These indications also differ between

different technical drawings and as these indications have some similarities with the arrows already

detected, there may be some problems in their correct identification.

With the obtained results, the text area recognition functionality can be implemented in CAM2

software, even if in some case with the help of the user and manually associated with the respective

shape (a feature in CAM2 software), which will help to avoid mistakes and speed up the user input

process, and also the possibility of detected areas to be corrected manually. With the permission

of customers, this data will be sent and stored for future training of the Mask R-CNN.
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5.2 Future Work

During this work, I just did some research to know the available options. With more images and

data validated by the customer, the Mask R-CNN can be trained using the transfer learning to

enhance the model performance.

Another possibility that may help in the generation of synthetic but real-based data is to use

client files that already have GDT information associated with a shape and project CAD image

by relating both with an arrow. But this assumes that customers are willing to upload files with

this data and at this time the percentage of customers using this feature will be only 10%.
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Appendix A

Synthetic images

Figure A.1: Sample of 4 images used for training.
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Appendix B

Shape detection precision matrix

Figure B.1: Confusion matrix of a sample image (1).
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Figure B.2: Confusion matrix of a sample image (2).
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