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Abstract

The goal of this work is to develop a framework capable of optimising any low-level skill related
to the RoboCup 3D Simulation League. This year new rules have been added where self-collisions
are no longer possible. Until now, teams have taken advantage of these unrealistic behaviours in
order to achieve stronger kicks and faster movements. But now that these are considered illegal,
re-optimising previous behaviours with attention to the new rules has become a necessity for any
team that wishes to maintain its performance.

Because humanoid movements are such high-dimensional and complicated tasks, Machine
Learning approaches are rather appealing for their optimisation. Several Deep Reinforcement
Learning algorithms will be reviewed in this document and the state of the art in the area will
be presented. Some other Machine Learning methods will also be discussed, such as Evolution
Strategies and Hierarchical Reinforcement Learning.

In order to solve the above-mentioned problems, a framework has been developed. It is generic
and flexible enough to allow any low-level skill to be optimised, with out-of-the-box support
for optimisations using CMA-ES or PPO algorithms. However, it allows any other optimisation
technique to be used with it, and thus this framework will stay relevant in the future.

After the framework was developed, 3 behaviours were optimised: one getup, one kick and
one targeted kick. The results of these optimisations are presented in this document, as well as a
comparison and discussion between the optimisation techniques that were used.
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Resumo

O objectivo deste trabalho é desenvolver uma framework capaz de optimizar qualquer skill de
baixo nível relacionado com a Liga de Simulação 3D do RoboCup. Novas regras foram adi-
cionadas este ano que proíbem auto-colisões. Até agora, as equipas abusaram deste tipo de com-
portamentos de forma a conseguir executar chutos mais fortes, ou correr mais rápido. Mas como
a partir de agora isto será ilegal, as equipas que queiram continuar a ser competitivas terão de
re-optimizar os comportamentos afectados.

Uma vez que movimentos humanoides são uma tarefa tão complicada, Machine Learning
é uma boa opção para optimizações deste tipo. Neste documento, vários algoritmos de Deep
Reinforcement Learning são analisados, e o estado da arte da área é apresentado. Além disso,
outros métodos de optimização também são abordados, tais como Estratégias de Evolução ou
Hierarchical Reinforcement Learning.

De modo a resolver os problemas referidos em cima, foi desenvolvida uma framework. Esta é
genérica e flexível o suficiente de modo a permitir a optimização de qualquer skill de baixo nível,
e tem suporte nativo para os algoritmos CMA-ES e PPO. No entanto, é também possível utilizar
qualquer outro tipo de algoritmo de optimização.

Depois do desenvolvimento da framework, 3 skills foram optimizados: um getup, um kick e
um targeted kick. Os resultados destas optimizações, assim como uma discussão e comparação
entre os diferentes algoritmos usados, serão apresentados neste documento.
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Chapter 1

Introduction

The Robot World-Cup Soccer, usually referred to as RoboCup, is an international initiative to

promote AI and robotics research by means of soccer competitions [1]. One of its many leagues,

the 3D Simulation League, makes use of a multiagent system, and thus provides an optimal place

for the research of coordination, cooperation and learning of both individual and group skills [2].

For that reason, this work makes use of the RoboCup 3D Simulation League as its development and

testing environment, alongside a simulated version of the NAO1 humanoid robot. The conducted

research focused primarily on the optimisation of low-level behaviours, as well as the development

of a framework in order to ease and streamline future optimisations.

1.1 Context

This work is inserted within the FC Portugal 3D Simulation Team - a Portuguese team that has won

several awards in the RoboCup 3D Simulation League, including the titles of World Champion in

2006 and European Champion in 2007, 2012, 2013, 2014 and 2015 [3].

Throughout the years, the team has developed multiple work related to low level skills such as

running, passing, and kicking.

By making use of the work previously developed by the research group as a starting point,

this dissertation further improved the existing behaviours, and adjusted them to match the new

RoboCup rules.

1.2 Motivation

The first RoboCup competition was held in 1997, in Nagoya, Japan. And ever since then, a world

championship has been organised every year. Joining this annual event, a symposium is also

1 SoftBank Robotics’ NAO robot: https://www.softbankrobotics.com/emea/en/nao (visited on
01/13/2019).
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Introduction

organised every year - a place for sharing research and results inside the RoboCup community

[4]. Throughout the years, the state of the art in robotics has advanced tremendously, in part due

to the annual soccer competitions. But one thing that remains the same, even now, is RoboCup’s

objective:

By the middle of the 21st century, a team of fully autonomous humanoid robot soccer

players shall win a soccer game, complying with the official rules of FIFA, against

the winner of the most recent World Cup [5].

In order to achieve this goal, a good execution of low level skills, such as passing, kicking and

dribbling, is required, which are the main focus of this dissertation.

Because humanoid robots have a large amount of degrees of freedom, they are able to move

very similarly to humans. However, this poses many challenges. They must always adjust their

speeds and directions, while constantly keeping and adjusting their balance [6]. Because of the

complexity of this task, humanoid behaviours can not be feasibly implemented by hard-coded

programs. Which is why Machine Learning (ML) is such an appealing alternative. By letting the

machines learn by themselves, it’s possible to achieve much more stable and flexible solutions,

that would otherwise be impossible to implement.

1.3 Problem

Recently, new rules to constrain the movements of agents have been added to RoboCup. Until now,

the body parts of the same agent could intersect with each other, without repercussion. These self-

collisions are unrealistic and have since become something taken advantage of by many teams, in

order to achieve stronger kicks or faster movements. However, new rules are being implemented

to limit self-collisions. Re-optimising previous behaviours with attention to the new rules is then

a necessity for any team that wishes to maintain its performance.

1.4 Objectives

The objectives of this dissertation are to optimise low-level skills, and develop the necessary tools

to do so. Firstly, a generic framework should be created in order to allow for future optimisations.

This framework should be able to handle different types of optimisation techniques, with focus on

Evolution Strategies and Reinforcement Learning. Secondly, a getup - a behaviour whose goal is

to stand up, from a laying position - and a kick - a behaviour whose aim is to shoot the ball - should

be optimised. These behaviours were selected because they were the most severely affected by the

new self-collisions rules and because both are key skills in a soccer match.

1.5 Document Structure

This document follows a typical dissertation structure, and the outline of the chapters is as follows:

2
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• 1 Introduction This chapter serves as contextualisation and introduction to the problem,

stating the objectives and goals of the proposed solution.

• 2 Related Work Here, several state-of-the-art approaches are reviewed in regards to Ma-

chine Learning, with focus on Deep Reinforcement Learning methods. Some details about

Hierarchical Reinforcement Learning and current applications in RoboCup are also talked

about.

• 3 RoboCup Environment This chapter presents the environment used in RoboCup compe-

titions and for the optimisations. It goes over the simulation server, the 3D viewer, the robot

model and the new rules that have been added for this year’s competition.

• 4 Optimisation Framework Here, the developed framework is presented alongside its ar-

chitecture. This chapter also presents how the optimisations are conducted, and introduces

some key concepts used in later chapters.

• 5 Getup Optimisation This chapter explains everything related to the optimisation of the

getup behaviour, from the problem definition, to reward shaping, to results.

• 6 Kick Optimisation Here, a kick with the goal of shooting the ball in a straight line is

presented. It follows the same structure as the previous chapter.

• 7 Targeted Kick Optimisation This chapter presents the last behaviour that was optimised

during this dissertation, a kick with the aim to shoot the ball to specific targets. As with the

previous sections, it explains everything related to the behaviour.

• 8 Conclusion and Future Work Finally, this chapter closes this document and reflects upon

the work that was developed throughout the last few months. It also goes over some possible

improvements for the future.
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Chapter 2

Related Work

Machine learning - the act of a computer system learning from data [7] and continuously improv-

ing its performance on a given task - is already present in our everyday lives. Though still unseen

by many, technology supported by machine learning algorithms is an essential part of modern

society [8]. From search engines optimisation [9], to detection of spam tweets [10] and phishing

emails [11], to genetics manipulation [12] and many other fields, the influence of machine learning

has spread tremendously in recent years.

2.1 Deep Reinforcement Learning

Deep reinforcement learning, as its name implies, was born from the combination of reinforcement

learning and deep learning - two sub fields in the larger scope that is machine learning as a whole.

Though still in its infancy [13], as figure 2.1 illustrates, research in this field is already capable

of achieving revolutionary results, as was demonstrated by Google DeepMind1 in recent years

with their breakthroughs on the game of Go2. One of the few games where humans could still

outperform machines [14], Go was thought to be years away from being solved. That is, until

DeepMind proved the world wrong.

In 2015, the first iteration of DeepMind’s Go-playing-program, AlphaGo, became the first

program to ever defeat a human champion in the game of Go, accomplishing an incredible result

of 5-03 against the European Go Champion at the time, Fan Hui, and later, in 2017, winning 3-04

versus the World Champion, Ke Jie [16]. The game of Go had been solved. However, there was

still room for improvement. Because AlphaGo relied on supervised learning - a type of learning

that requires labelled training data - it needed human action as input. Therefore, its intelligence

1 Google DeepMind: https://deepmind.com/ (visited on 01/22/2019).
2 Go overview: https://en.wikipedia.org/wiki/Go_(game) (visited on 01/22/2019).
3 AlphaGo versus Fan Hui: https://en.wikipedia.org/wiki/AlphaGo_versus_Fan_Hui (visited on

01/22/2019).
4 AlphaGo versus Ke Jie: https://en.wikipedia.org/wiki/AlphaGo_versus_Ke_Jie (visited on

01/22/2019).
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Figure 2.1: Deep Reinforcement Learning history [15].

level would always be limited by the quality of the training data it was fed. In other words, because

it was learning from human examples, it would never be able to surpass human intelligence (though

it could beat human champions).

This much needed improvement came in 2017, in the next iteration of the program, Al-

phaGoZero. This new version of AlphaGo removed its supervised learning part, and in doing

so, its human part as well, thus becoming solely reliant on reinforcement learning in order to learn

how to play. Though it had absolutely no training data fed to it, it was still able to learn how to play

the game by itself, from scratch. But not only was it able to learn the game, it was able to learn

it better than its predecessor that had relied on human knowledge. When put against AlphaGo,

AlphaGoZero was able to achieve 100 wins, out of the 100 games that were played [17].

More recently, in 2018, DeepMind announced AlphaZero - a generalised version of AlphaGoZero,

that not only is capable of playing Go, but also Chess and Shogi [18].

Though AlphaZero might be one of the most talked about AIs at the moment, it is merely a

branch of DRL. One particular taxonomy of DRL algorithms proposed by OpenAI stands out as

rather interesting, which can be seen on figure 2.2.
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Figure 2.2: Taxonomy of Deep Reinforcement Learning Algorithms [19].

2.1.1 Model-Free

One of the most differentiating aspects between Reinforcement Learning (RL) algorithms is whether

or not they have access to a model5 of the world.

Model-Free algorithms - the ones without such knowledge - cannot anticipate what will happen

if action A is taken in state S. Instead, they focus on learning the optimal policy6, maximising the

long-term cumulative reward [22], by repeatedly interacting with the environment7 through trial-

and-error. Although they are far less sample efficient, as figure 2.3 illustrates, these algorithms

are much easier to implement, as often times it’s not possible to give the agent a model of the

environment due to the complexity of the problem.

Figure 2.3: Sample efficiency of different DRL methods [24].

As mentioned above, all of the algorithms that fall under this branch have the same goal of

finding the best possible policy. There are two different ways by which this learning process

occurs.
5 An estimation of how an agent perceives the dynamics and physics of the world, allowing it to predict transitions

between states.
6 A probability distribution function mapping states to actions [20] - can be seen as the strategy employed by the

agent to decide what action to perform in the current state [21].
7 Usually a stochastic environment described as a Markov Decision Process - that is, an environment with some

degree of randomness to it, where each state transition does not depend upon prior states or agent actions [23].
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Q-Learning

Also known as Value-based methods, these algorithms learn to estimate the Q-value8 of each

state-action pair, leaving the policy to follow a greedy approach that maximises that value at each

step [26]. This learning process is usually executed off-policy, which means the agent can reuse

previously collected data. For this reason, these methods are much more sample efficient than

other on-policy alternatives, which do not allow for the reuse of data.

One particular problem of these algorithms is that they do not try to directly learn the best

policy. Instead they focus on learning the best action to take in each state. Thus, the policy isn’t

learned per se, but instead is inferred, which can lead to errors.

DQN One of the main algorithms that fall under this category is Deep Q-(Learning-)Network

(DQN). Presented by DeepMind in 2015 [27], this agent was capable of learning how to play

Atari games without any prior knowledge of them (hence it being model-free) and outperformed

humans.

One of its key features is Experience Replay. As the agent is training, it will collect and

store information in a buffer, which can then later be sampled through to train the network. This

helps solve the instability associated with approximating Q-values using neural networks, thus

guaranteeing the algorithm will converge to a solution. Furthermore, it also prevents the network

from getting stuck on a local optimum, making sure the global optimum is reached [28].

DQN Improvements This algorithm was one of the first major breakthroughs in DRL and

became the foundation for a lot of future work in the area. Later, in 2016, Google DeepMind pub-

lished an article [29] where they showed the flaws of the original DQN algorithm, and presented

an improved version of it, known as Double DQN.

Yet another improvement came in the form of Dueling Deep Q-Network (DDQN), where the

Q-value is divided into two sub-values: the state value, representing the value of being in that state,

and the advantage, which represents how much better or worse it is to take a specific action A in

the state S versus all other possible actions in that state [30]. This decoupling of the Q-value is

useful because by looking at the value of a state, it’s possible to decide whether or not all possible

actions in that state should be computed [31].

Another enhancement was the use of Prioritized Experience Replay, which instead of ran-

domly sampling through the replay buffer, prioritised experiences which had a bigger impact on

learning [32]. Simply put, it made it so that the most valuable experiences were used more often

than the less valuable ones.

Policy Optimisation

Policy-based methods, unlike Value-based ones, directly learn the optimal policy, and because of

that, are much more stable. Their downside is that this optimisation usually happens on-policy,

8 The Q-value can be seen as the quality of the state-action pair and is constantly updated based on the immediate
reward received by performing an action [25].
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meaning they cannot reuse old data. As such, they are far less sample efficient, requiring a larger

amount of training data.

VPG One of the very basic Policy-based algorithms is Vanilla Policy Gradient (VPG). As a

REINFORCE algorithm, each action gets rewarded based on the final reward of the episode. That

is, unlike DQN where the agent receives an immediate reward for every action performed, in this

algorithm, the reward is only given at the very end of the experience. As such, if the experience

is considered good, all actions that were executed will get a positive reinforcement, even if they

were bad actions - figure 2.4 illustrates this. On the top the actual quality of each action is shown.

On the bottom, the quality of each action, as perceived by the agent, is shown. Because the result

of the experience was good, every action is averaged as good, even if they were awesome or bad.

This is one of the major problems of Policy Gradient algorithms, and the reason they are less

efficient.

Their major advantages are that they can learn stochastic policies and are capable of operating

in a continues space [33], unlike DQN, which could only function in discrete environments.

Figure 2.4: Credit assignment problem of REINFORCE algorithms [24].

A3C The Asynchronous Advantage Actor Critic (A3C) algorithm published by DeepMind in

2016 combines Value-based methods and Policy Grading methods [34]. As an actor-critic method,

A3C does not only learn the critic Q-value, but also the actor policy. It works in both discrete and

continuous spaces, making it a much more appealing option for fields where previous approaches

weren’t enough, such as robotics. Another big feature of this algorithm, and one of the As in its

name, is its asynchronous architecture, which allows it to be dozens of times faster than DQN.

A2C The Advantage Actor Critic (A2C) algorithm was proposed by OpenAI as an improve-

ment to A3C. Because each agent was running asynchronously, and thus updating the network

also asynchronously, each agent was acting upon outdated network parameters. OpenAI solved

this by adding a global coordinator to the network. In this new approach, each agent waits for

all other agents to finish the current episode, and only after the coordinator has correctly updated

9
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the network do they start executing the next iteration - each agent now having access to the same

version of the network. According to OpenAI’s research, the asynchronous architecture doesn’t

actually help to achieve better results, and when compared to A3C, their synchronous implemen-

tation is not only more cost-effective on single-GPU machines, but also faster than a CPU-only

implementation [35]. Figure 2.5 illustrates the architectural difference between A3C and A2C.

Figure 2.5: A3C and A2C high-level architectures [24].

PPO The Proximal Policy Optimization (PPO) algorithm was presented by OpenAI in 2017,

focusing on ease of implementation and sample complexity [36]. At each step, it tries to calculate

an update that minimises the cost function while ensuring it doesn’t deviate too much from the

previous policy [37]. In other words, PPO tries improve the current policy by the largest possible

amount that won’t negatively affect performance [38]. Recently it was able to learn how to play

the esports game Dota 29 from scratch, beating the world champions in April 13, 2019 [39]. It was

also able to train an AI policy for a humanoid agent, learning how to walk and run, while keeping

its balance without falling when pushed by outside forces [37].

Q-Learning and Policy Optimisation

The two branches of Mode-free approaches mentioned above, Q-Learning and Policy Optimisa-

tion, can be combined in order to get the best out of both approaches.

DDPG Published by DeepMind, Deep Deterministic Policy Gradient (DDPG) combines the

actor-critic framework with Value-based methods [40], learning simultaneously a deterministic

policy10 and a Q-function, each improving the other [19]. Unlike A3C and A2C, which optimise

the policy in respect to the advantage, DDPG optimises it in regards to the Q-values [25]. It can

be seen as an extension of DQN to allow it to work in continuous action spaces [41].

9 Dota 2’s Steam page: https://store.steampowered.com/app/570/Dota_2/.
10 Unlike Policy Gradient methods, which learn stochastic policies, DDPG learns a deterministic one - following a

greedy approach where the best action is chosen over the rest, similarly to DQN.
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TD3 Twin Delayed Deep Deterministic Policy Gradient (TD3) is an algorithm proposed in

2018 as an improvement to DDPG [42]. Because DDPG can be thought of as an extension of

DQN, it also suffers from the same problems DQN did, namely in regards to overestimation of the

Q-values, which can lead to policy breaking [43]. This new algorithm solves those problems and

outperforms the classic DDPG method.

SAC Yet another improvement to DDPG is the Soft Actor Critic (SAC) algorithm [44]. Unlike

DDPG which optimises a deterministic policy, SAC optimises a stochastic one, combining the

Maximum Entropy11 Reinforcement Learning framework with the DDPG approach.

2.1.2 Model Based

Because they have access to a model of the world, model-based algorithms are much more sample

efficient. These algorithms are capable of planning, searching through multiple possible outcomes

and choosing the best one. The downside to this approach, is that often times it’s not easy to

construct a model. Not only that, but the models don’t always reflect reality appropriately, leading

the agent to lead policies that may perform well in simulation, but when extrapolated to reality

hardly work. The iteration loops of model-based and model-free algorithms can be seen in figure

2.6, where model-based algorithms are represented by the outer model learning loop, while model-

free algorithms are represented by the inner direct RL loop.

Figure 2.6: Iteration loops of model-based and model-free algorithms [25].

11 Entropy measures how random the policy is. It can be thought of as a quantity which indicates how random
something random is [45].
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Given the Model

One of the most known model-based algorithms, and one that was already mentioned before, is

AlphaZero. It is given a model of the world, and using the Monte Carlo Tree Search (MCTS)

technique, evaluates the quality of the current state and plans what actions to take in the future.

The neural network is the one responsible for deciding what branches of the tree to expand. This

procedure is shown in figure 2.7.

Not only is AlphaZero capable of beating other AIs at Chess, Go and Shogi, it does so while

searching through significantly less possible outcomes, as figure 2.8 illustrates.

Figure 2.7: Application of MCTS in AlphaGo [16].

Figure 2.8: Comparison of search depth between AlphaZero and other chess engines [46].
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Learn the Model

Another type of model-based methods are the ones that learn the model. Instead of being given a

complete model of the world from the start, these methods learn the model as they experience the

world through trial-and-error.

I2A One particularly interesting algorithm in this field is Imagination-Augmented Agents

(I2A), proposed by DeepMind [47]. This algorithm combines a model-based approach with a

model-free one. By embedding the agent with an imagination component (the model-based part),

the agent is capable of planning and deciding on future actions. However, if the constructed model

ever turns out to be incorrect, the agent learns to ignore it, following a model-free approach from

then on. This solves the bias problem typically associated with model-based approaches. Because

the agent is not fully dependent on the model, it can adapt to unexpected situations. On the other

hand, because the agent is not solely reliant on trial-and-error, it can use its imagination to plan

ahead, thus avoiding performing irreversible actions.

2.2 Hierarchical Reinforcement Learning

Another interesting field of ML is Hierarchical Reinforcement Learning (HRL). These algorithms

learn from multiple policy layers. The high level policies (or controllers) are responsible for the

planning and operate on larger timescales. Meanwhile, the low level controllers are responsible for

outputting environmental atomic actions. This approach is rather interesting because it’s similar

to how humans operate. For example, the action of dribbling a soccer ball can be divided into

multiple task: find the goal, plan the trajectory, move the legs, and so on. In this case, the high

level policy would be responsible for the trajectory planning, and the low level policy would be

responsible for moving the agent’s body.

A key feature of this is that the controllers can be swapped at any time. If instead of wanting

the agent to push the ball while running, we want it to push it while crawling, we could change

the low level controller to a more appropriate one, and the high level controller would still work,

because the skills that it learnt are not dependant on the low level policies.

HIRO Hierarchical Reinforcement Learning with off-policy correction (HIRO) is a recent

approach to HRL, proposed by Google Brain in 2018 [48]. The basic idea is that the high-level

policy will give goal states to the low-level policy. The low-level policy will then be rewarded

based on whether or not it was able to perform actions upon the environment that successfully

replicate the given state. Because it uses a variant of DDPG with off-policy training, HIRO is

extremely efficient and outperforms other approaches [48].

2.3 Evolution Strategies

Evolution Strategies (ES) are an optimisation technique inspired by Darwin’s natural selection.

A population composed of different individuals is sampled, where those who are fitter (i.e. have
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higher fitness value) are selected to form the next generation. In other words, the more successful

the individual, the higher the probability of it dictating the distribution of the following generations

[49].

Mathematically, they are a black-box optimiser. They receive a set of numbers that describe

the parameters of the problem as input, and output their respective fitness.

The algorithm starts by creating a population of random individuals. Then, it calculates the

fitness of each of these individuals and associates a probably to each - the higher the fitness value,

the more likely for it to be selected. Next, the individuals that were selected are crossed over,

creating the next generation. Finally, there’s a possibility of some of these new individuals being

mutated, becoming a different individual.

CMA-ES Covariance Matrix Adaptation Evolution Strategy (CMA-ES) reduces the time com-

plexity of the standard evolutionary algorithm. That is, it reduces the amount of generations

needed to achieve a good solution. This method is also highly parallelisable, meaning it scales

extremely well with computational power [50]. Nowadays, it is one of the standard optimisation

algorithms and is used in a large number of optimisation problems, including RoboCup.

2.4 Machine Learning in RoboCup

The presence of Deep Reinforcement Learning is still not heavily felt in today’s RoboCup. Much

of current state of the art uses Evolutionary and Genetic algorithms, and though Reinforcement

Learning is sometimes found in literature, Deep Reinforcement Learning is not. Especially re-

garding walking and dribbling, there is not much literature to review, as it seems like the scientific

community is still focused on kicking [51], [52], keepaway [53] and object detection [54], [55].

DeepLoco In the article Dynamic Locomotion Skills Using Hierarchical Deep Reinforcement

Learning, a combination of HRL with DRL is proposed in order to learn biped locomotion skills.

An actor-critic algorithm is used to train both the high-level policy and the low-level policy. The

low-level policy was able to learn different walking styles, while the high-level policy was able

to learn how to correctly draw trajectories, independently of the low-level controller that was

in use. The agent also learned to keep itself balanced even when pushed on multiple sides by

external forces, making it extremely stable. Though not directly related to RoboCup, this work was

demonstrated to work when pushing a soccer ball12, so testing its performance with the Nao robots

in the 3D Simulation League environment would be a very interesting addition to the project.

Overlapping Layered Learning Published in 2018, this paper describes a new HRL approach

used by the UT Austin Villa 2014 RoboCup 3D simulation team in order to learn multiple skills

[56]. Using the Covariance Matrix Adaptation Evolution Strategy (CMA-ES) algorithm, they were

able to optimise over 500 parameters and 19 behaviours, learning multiple low-level skills such

12 Video examples of the different skills learned by the agent can be found on the project’s homepage: https:
//www.cs.ubc.ca/~van/papers/2017-TOG-deepLoco/ (visited on 02/05/2019).

14

https://www.cs.ubc.ca/~van/papers/2017-TOG-deepLoco/
https://www.cs.ubc.ca/~van/papers/2017-TOG-deepLoco/


Related Work

as walking and kicking. In the first layer, the getting up behaviour is learned. In the second layer,

walking is optimised, and in the third layer, running. In the last layer, the getting up behaviour is

re-optimised, and trained to assure that the agent is able to start walking / running as soon as it

is standing up. This learning process improved the team’s overall performance. During training,

where the team played over 3000 games against other state-of-the-art teams, only one game was

lost.

Walking Kicks This type of kicks are an extremely useful skill to learn. By being able to kick

the ball without first coming to a full-stop, not only is it possible to perform the kick faster, thus

giving your opponent’s less time to react, but the kick is also more powerful. In 2017, both UT

Austin Villa team and the magmaOffenburg team presented their version of this type of kicking.

Using CMA-ES as the learning algorithm, magmaOffenburg team was able to create an agent that

learns how to use its toes, thus increasing the performance of the kick by 30% [57]. Also using

CMA-ES, UT Austin Villa team was able to significantly shorten the amount of time it takes to

perform a kick - a kick that would previously take 2s to perform would now execute under 0.25s

[58].

Walking Fast Yet another approach to learning that utilises CMA-ES is presented by the

FC Portugal 3D Simulation team [59]. By optimising the parameters of the modelled hip height

movement, the agent was able to learn both a fast forward walk as well as a fast side walk. The

developed walking engine was also tested on a real-life Nao robot with successful results - the walk

speed increased from the standard 0.119 m/s to 0.34 m/s. An overview of the followed approach

and all of its components can be seen on figure 2.9.

Figure 2.9: Overview of FC Portugal 3D Simulation team’s approach to walking fast [59].

Running A very recent breakthrough in the area came from FC Portugal. By optimising a

Neural Network with PPO, the agent was able to learn how to run. Until now, robots were not

15



Related Work

able to run very fast. They simply walked faster, at a rate of approximately 1 meter per second.

Through Deep Reinforcement Learning, the agent learned to run, with human-like motion, at more

than double the speed of the best teams [60]. This marked a very important step for RoboCup, and

will surely impact future competitions and help advance current state of the art.

2.5 Conclusion

In this chapter, several ML algorithms were reviewed, with particular focus on DRL methods. A

summary of their characteristics can be found on table 2.1.

Every year new algorithms and techniques are proposed in the area, and as mentioned in the

opening of this chapter, it is still a growing field with much to offer.

Especially Model-free methods (or the ones that learn the model) are interesting, as they can

later be generalised and expanded to other fields outside of robotic soccer.

Algorithm Type Model Policy Action Space
DQN DRL Free Off Discrete
VPG DRL Free On Continuous

A3C / A2C DRL Free On Continuous
PPO DRL Free On Continuous

DDPG DRL Free Off Continuous
TD3 DRL Free Off Continuous
SAC DRL Free Off Continuous

AlphaZero DRL Based - Discrete
I2A DRL Based - Continuous

HIRO HRL - Off Continuous
Table 2.1: Characteristics of different RL algorithms.
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Chapter 3

RoboCup Environment

This chapter presents the overall environment used in the RoboCup 3D Simulation League and

goes over each of its components: the physics simulator, SimSpark; the agent, NAO Robot and

the 3D viewer, RoboViz.

It also covers the software and hardware setup for the RoboCup 2019 competition, as well as

new rules that were recently introduced.

3.1 Simspark

SimSpark1 is a 3D physics simulator for multi-agent systems, and is the official simulation server

of the RoboCup 3D Simulation League. Unlike other specialised simulators, SimSpark is flexible

and generic enough to allow for the creation and execution of non-soccer simulations, where

custom simulation environments can be created using its scene description language [61].

The simulated soccer environment has the following characteristics [62]:

• Pitch: 30 by 20 meters.

• Goal: 2.1 by 0.6 meters, with a height of 0.8 meters.

• Penalty Area: 6.0 by 1.8 meters.

• Centre Circle2: radius of 2 meters.

• Soccer Ball: radius of 0.04 meters and mass of 26 grams.

• Markers: 1 placed in each corner and 1 in each goal post.

1 SimSpark Repository: https://gitlab.com/robocup-sim/SimSpark (visited on 06/18/2019).
2 Although visually represented as a circle in figure 3.1, this shape is modelled as a polygon made up of ten straight

lines, and thus perceived by the agents as a decagon.

17

https://gitlab.com/robocup-sim/SimSpark


RoboCup Environment

Figure 3.1 illustrates the dimensions of the soccer field, as well as the position of the markers.

Because each of these markers has a unique ID and is placed in a fixed spot, by observing the field

lines alongside a subset of these markers, the agents are able to locate themselves.

Figure 3.1: Simulated soccer field [62].

3.1.1 Competition Environment

In official competitions, each team is assigned a client in order to run the agents. Each of these

agents should then connect to a proxy, which, in turn, connects to the simulation server. Finally, a

monitor connects to the server in order to render the game and allow its visualisation. This setup

architecture can be seen in figure 3.2.

Figure 3.2: Competition environment setup of RoboCup 2019 [63].
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3.1.2 Optimisation Environment

In order to increase the performance of optimisation procedures, it is necessary to slightly change

some configuration files of SimSpark.

Namely, it is very important to toggle off real-time mode. Otherwise, it will never be possible

to fully utilise the CPU.

It is also important to toggle on agent sync mode. This avoids wasting server cycles, forcing

the server to wait for the agent commands before proceeding to the next cycle.

Finally, it is also useful to disable general soccer rules, turn off noise and allow the agent to

accurately perceive its position.

Figure 3.3 shows what configuration files and settings to change in order to obtain a working

optimisation environment.

Figure 3.3: SimSpark settings for optimisation procedures.

3.2 RoboViz

RoboViz3 is the official monitor and visualisation tool of the RoboCup 3D Simulation League. It

is actively developed and maintained by the magmaOffenburg team, one of usual contenders in

RoboCup, and the winners of the Robotica 2019 competition, held in Portugal. Besides the 3D

rendering of the environment and the agents, this tool also allows for the rendering of simple draw-

ings, such as lines and circles. This feature is very useful when debugging or implementing new

strategies, as it allows for quick visualisation of pathing trajectories, agent’s perceived position of

opponents and the ball, etc. Figure 3.4 shows how the interface of RoboViz looks like.

3 RoboViz Repository: https://github.com/magmaOffenburg/RoboViz (visited on 06/18/2019).
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Figure 3.4: RoboViz interface.

3.3 NAO Robot

The official agent used in RoboCup competitions is a simulated model of the NAO robot4. Figure

3.5 shows how both the real and simulated NAOs look like.

Figure 3.5: Side by side comparison of the real and simulated NAO robot [64].

The characteristics of the simulated NAO model are the following [64]:

• Height: 57 centimetres.

• Weight: 4.5 kilograms.

• Degrees of Freedom: 22 movable joints, illustrated on figure 3.6.

4 SoftBank Robotics’ NAO robot: https://www.softbankrobotics.com/emea/en/nao (visited on
01/13/2019).
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• Gyroscopes: 1 in the torso.

• Accelerometers: 1 in the torso.

• Force Resistance Preceptors: 1 in each foot.

• Vision Preceptors: 1 in the centre of the head.

• Communication: 1 say effector and 1 hear preceptor.

• Movement: 1 hinge joint preceptor and 1 hinge joint effector for each of the 22 available

joints.

• Game State: 1 gamestate preceptor used to capture the current state of the game.

Figure 3.6: Joints and actuators of the NAO robot [60].

A more detailed illustration of the robot’s dimensions can be seen on figure 3.7.

3.4 2019 Rules

The basic rules of robotic soccer are the same as the official FIFA rules, the major difference being

the automatic AI referee. This prevents any subjective errors or biases, ensuring the fairness of

each match.
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Figure 3.7: Box model of the NAO robot [64].

Nevertheless, the robotic rules are still far from the FIFA standard, and every year new rules

are added in order to address this. In an effort to further close the gap between real soccer matches

and the RoboCup 3D Simulation League, new rules have been added for the 2019 competition.

These rules were previously tested during the Robotica 2019 competition, held in Portugal, and

due to the positive feedback received from the participants, they have been included in this year’s

RoboCup.

3.4.1 Pass Command

This new rules allows an agent to send a request to the server, stating that it wants to pass the ball

to a teammate. This prevents the opponents from getting close to the agent during a short time

window, allowing it to safely execute the pass.

Up until now, matches mostly consisted of long range kicks, which resulted in a lack of strate-

gic gameplay. By incentivising the usage of passes, and thus increasing the range of available

tactics, this new rule hopes to increase importance of the strategic elements of the game, as teams

capable of properly executing the pass command will surely have an advantage over their oppo-

nents.
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3.4.2 Self-Collisions

Another important addition to this year’s rules are the self-collisions fouls. These occur when a

body part of a robot trespasses another body part of the same robot (e.g. each leg going through

the other, as can be seen on figure 3.8), leading to largely unnatural behaviours [63].

Figure 3.8: Self-collision between both legs of the robot.

When such a foul occurs, the joints involved will be temporarily disabled, meaning the agent

will not be capable of moving them. In the example illustrated on figure 3.8, the agent would

become unable to move both legs for a short period of time following the foul.

Also, in order to further incentivise teams to avoid self-collisions, a challenge will be running

throughout the event, where the winner is the team with the least amount of (averaged) self-

collisions per game.

Because this rule has a major impact on teams’ performance (i.e. it can make entire agents’

behaviours and strategies useless, forcing them to be re-optimised or even removed), a tolerance

of 4 millimetres was implemented. This means that agents are allowed to have self-collisions up

until that threshold without suffering the associated penalty. As such, for RoboCup 2019, only

very unnatural behaviours will be penalised.

Nevertheless, the goal is to reach a point where self-collisions can no longer happen, and thus

the above mentioned tolerance is likely to be lowered for future events.
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3.4.3 Crouching Block

The final rule added this year consists of preventing robots from blocking the opponents by crouch-

ing or purposely falling on the ground.

This behaviour was mostly used by FC Portugal during Robotica 2019, as part of a new kick

off strategy. The player performing the kick off would make a pass to a teammate located in the

back, followed by the rest of the team crouching in front of the agent that performs the kick. This

prevents opponents from stealing the ball, thus allowing the agent to safely prepare a powerful

long kick aimed at the goal. This strategy resulted in multiple opening goals for the team during

the event. Figure 3.9 contains a screenshot taken from one of the games between FC Portugal and

magmaOffenburg that took place during Robotica 2019, showcasing this strategy.

Figure 3.9: Kick off strategy used by FC Portugal during the Robotica 2019 competition.

Such tactics were later deemed unfair, and so, for this year’s RoboCup, a new rule was installed

to prevent this. If players purposely crouch down on the ground with legs sprayed out, blocking

opponents while not playing the ball, a free kick will be assigned to the opposing team. This

judgement will be performed by the human referee at the sight [63].

3.5 Conclusion

This chapter presented the work environment used in this dissertation. SimSpark is the official

simulation server, RoboViz the official 3D viewer and the NAO robot the official model.

In order to be able to optimise behaviours, it is necessary to do some changes to the configu-

ration files of the server. These were explained in subsection 3.1.2.
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Finally, section 3.4 explained the new rules that were added to this year’s RoboCup competi-

tion. The main one being the self-collisions, as these affect a large number of behaviours, requiring

their re-optimisation.
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Chapter 4

Optimisation Framework

During the earlier stages of this project, focus was mainly directed towards the design and im-

plementation of a framework that would be generic enough to match not only this dissertation’s

needs, but also allow future optimisations for the team.

The underlying framework was a left over artefact from previous optimisation attempts by the

FC Portugal team. As such, it seemed only natural to use it as the foundation for this work. It

follows the state-of-the-art reinforcement learning standard toolkit created by OpenAI, Gym1.

Amongst the multiple improvements and bug fixes that were added to the original framework,

one of the most important was its parallelisation. This allows it to take advantage of the multiple

cores of a modern CPU, drastically improving optimisation times.

This chapter presents an overview of said framework and each of its components.

4.1 Deep Agent

The Deep Agent consist of an FC Portugal regular agent, stripped of its thinking module. In its

place, a communication loop was implemented, where instead of thinking on its own, the agent

receives orders from the optimiser.

The optimisation procedure is illustrated in figure 4.1. It starts with the creation of N Gym

environments in parallel, each launching a SimSpark instance (presented in section 3.1) with a

Deep Agent running in it. The communication between the Deep Agent and the optimiser is

performed through a TCP socket. An episode starts with the optimiser sending a set of joint

positions to the agent - the action. Then, the agent executes the given action and informs the

optimiser about the new state of the simulation - the observation. Finally, the optimiser evaluates

the previous actions based on the resulting observation. The cycle then repeats itself, with the

optimiser sending a new set of actions to the agent. This process is running in parallel in each of

the N environments, meaning there are always N episodes being executed at the same time.

1 OpenAI Gym Documentation: https://gym.openai.com/docs/ (visited on 06/20/2019).
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Figure 4.1: Communication between the agent and the optimiser.

4.1.1 Observation Space

The observation space is problem-specific. For example, if we’re optimising a kick, we will need

to observe the ball position, in order to know how far we were able to shoot it. However, if we’re

optimising, for example, a running behaviour, then the ball position is irrelevant.

Nevertheless, there are some characteristics of the environment that should always be ob-

served, independently from the optimisation problem. These are:

• The state of each of the 22 joints.

• The gyroscope.

• The accelerometer.

The limits of the observations regarding the joints can be seen on table 4.1.

4.1.2 Action Space

The action space is made of the possible actions the agent can take. They can be seen as variables

over which the optimiser has control. Thus, unlike the observation space, the action space is

always the same for all optimisation scenarios. This is because the only controllable variables are

the robot’s joints2. Figure 4.2 shows all of the joints of the robot and their respective identifiers.

2 In most cases, the head and neck joints are not used in optimisation problems, and instead are kept in a fixed
position throughout. Therefore, for most scenarios, only 20 out of the 22 joints are optimised.
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Joint Min. Value Max. Value
lleg1 -90 1
rleg1 -90 1
lleg2 -25 45
rleg2 -45 25
lleg3 -25 100
rleg3 -25 100
lleg4 -130 1
rleg4 -130 1
lleg5 -45 75
rleg5 -45 75
lleg6 -45 25
rleg6 -25 45
larm1 -120 120
rarm1 -120 120
larm2 -1 95
rarm2 -95 1
larm3 -120 120
rarm3 -120 120
larm4 -90 1
rarm4 -1 90
Table 4.1: Joints observation space.

4.2 Slot Behaviour Optimiser

In FC Portugal, behaviours are defined following a key-frame approach [66], [67], with each key-

frame being called a slot. Each slot defines how the agent’s joints are at a given moment. The

interpolation of two key-frames and the new joint positions are calculated through the use of a

sinusoidal function. Figure 4.3 shows how slot behaviours are defined, with figure 4.4 showing

the resulting robot positions. This example is composed of two slots: one where the agent stands

still, and one where the agent opens its arms over the course of 1 second.

In terms of optimisation, each slot consists of 21 parameters: all of the robot’s joints (minus

the neck and the head, as explained on subsection 4.1.2) plus the duration of the key-frame, delta.

Thus, the first thing to do when optimising a behaviour, is to decide how many slots the

behaviour will be made of. This is important in order to know how many parameters are to be

optimised. For example, for a behaviour consisting of 3 slots, there are (3×21 =) 63 parameters

to optimise.

This type of optimisation is performed through the use of Evolution Strategies. Namely, the

CMA-ES algorithm is the one used for all optimisations regarding slot behaviours.

At first, a set of solutions is randomly generated by the algorithm. Then, an episode is run for

each of those samples in order to evaluate them, following the episode loop shown in figure 4.1.

Because slot behaviours follow a key-frame approach, the entire set of actions to perform (i.e. all

slots of the behaviour) are sent at the start of an episode. Thus, only one observation is recorded

29



Optimisation Framework

Figure 4.2: Joints of the NAO robot and their identifiers [65].

- the final state, after the behaviour has finished executing. Once this observation is received, the

optimiser calculates the fitness value (also known as reward) of the current sample and proceeds

to the next one. When all samples of a given generation have been evaluated, the next generation

is created based on the best individuals from the previous generation. This process repeats until

convergence is achieved and it is no longer possible to improve the solution.

Furthermore, due to the noisy environment, the fitness of a given sample must be averaged

over a number of trials. We have assumed the reward distribution of our behaviours to be a Normal

Distribution N (θ ,σ). We can then calculate the standard error of the mean σe =
σ√

n , where n

is the number of trials used to evaluate the sample’s fitness. We now have a trade-off between

accuracy of our evaluation, which increases with the amount of trials, and the speed at which each

sample is evaluated.
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(a) First slot, corresponding to the initial posi-
tion.

(b) Second slot, corresponding to the final posi-
tion.

Figure 4.3: Example of a Slot Behaviour.

(a) Initial position, corresponding to the first
slot.

(b) First in-between position, interpolated
through the use of a sinusoidal function.

(c) Second in-between position, interpolated
through the use of a sinusoidal function.

(d) Final position, corresponding to the second
slot.

Figure 4.4: Resulting positions from the slot behaviour shown in figure 4.3.
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4.3 Neural Behaviour Optimiser

Neural Behaviours follow a slightly different approach to the one explained in section 4.2. Instead

of giving the agent a few key-frames and then letting it calculate the in-between positions, Neural

Behaviours tell the agent how to move in every single timestep. Thus, Neural Networks are a

perfect fit for these behaviours - hence the name, Neural Behaviours. Also, because the framework

uses the Gym toolkit, any algorithm contained in the OpenAI Baselines3 can be easily used for

learning.

First, the observation (see subsection 4.1.1) recorded by the agent is given as input to the net-

work. Based on the state of the environment, the network then outputs an action (see subsection

4.1.2), which is passed on to the agent. Once the agent has performed the given action, a new ob-

servation is recorded and once again input to the network, and the cycle repeats. After N timesteps,

the network is updated with the evaluation results of the previous actions. Once convergence is

achieved and it is no longer possible to improve the solution, the optimisation stops.

4.4 Conclusion

This chapter presented the framework that was developed during the early stages of this project.

It makes use of the OpenAI Gym toolkit, and thus is able to run any of state-of-the-art algorithms

included in OpenAI Baselines. It also allows for the parallelisation of the optimisation procedure,

thus taking advantage of all the cores of a modern CPU.

The framework supports 2 types of behaviours: Slot Behaviours and Neural Behaviours. While

for Slot Behaviours key-frames are optimised, for Neural Behaviours a Neural Network is used in

order to calculate the best action at each timestep, according to the observation of the environment.

Nevertheless, they both follow the same episode loop shown in figure 4.1.

3 OpenAI Baselines Repository: https://github.com/openai/baselines (visited on 06/23/2019).
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Chapter 5

Getup Optimisation

A behaviour that allows agents to stand up after having fallen, which we call a getup, is one of the

key behaviours in humanoid robotic soccer competitions. Because soccer is a sport of constant

physical contact, agents fall frequently, and even champion teams are not yet capable of reliably

playing a match without falling. For example, it is quite common to see agents fall after performing

a powerful kick or when trying to run fast. Standing up as soon as possible after such falls is of the

utmost importance, as an agent that is lying on the ground is not capable of positively impacting

the state of the game.

5.1 Problem

The current getup behaviours used by the FC Portugal team have a major flaw - they disregard

self-collisions. This means an agent is capable of, for example, moving its arms directly through

its legs, as can be seen in figure 5.1e. As stated in subsection 3.4.2, new rules are now making

such movements illegal and current behaviours must be re-optimised, taking into account the new

circumstances.

5.2 Observation Space

In addition to the common observations explained in section 4.1.1, for the getup scenario, it is also

necessary to observe the robot’s height. The agent’s height is measured in meters, with a value of

0.54 when standing and 0.06 when laying on the ground. Thus, during an optimisation episode,

h ∈ [0.06,0.54] , (5.1)

where h represents the robot’s height.
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 5.1: Original getup behaviour.

5.3 Episode Layout

The process of evaluating the parameters of a getup has the following steps:

1. The agent purposefully falls to the ground.

2. The agent tries to get up using the parameters optimised by the algorithm.

3. Once the agent has stopped moving and its position is stable, the fitness of the parameters is

evaluated.

The last step is the most crucial one, and requires a good evaluation function, or the agent will

not be able to learn how to stand up. Figure 5.1 shows a complete optimisation episode performed

using the original getup behaviour containing self-collisions.

5.4 Reward Shaping

Usually, there is an evident reward to any optimisation problem. Using the getup scenario ex-

plained in this chapter as an example, an obvious reward function would be

f =

0 if not standing

1 if standing
. (5.2)
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However, the agent would most likely fail to learn how to stand up from such a reward function.

This is because the sequence of actions required for the robot to stand up is far too large for the

agent to randomly guess it. Most likely, the agent would simply receive a reward of 0 over and

over, indicating all actions were equally bad. This is why reward shaping is important.

Reward shaping is a technique by which the natural reward signal is augmented with additional

rewards, in order to increase the progress towards a good solution [68]. In this example, a much

better reward function would be

f = h, (5.3)

where h represents the current height of the robot. When compared to the previous function, this

one provides a lot more information about the current state, letting the agent better distinguish

between good and bad actions.

5.4.1 Slot Behaviour Optimisation

During the first experiments, the fitness function was rather simple, and only took into account the

final height of the agent. The fitness value f was given by

f =
min(0.54,h f )

0.54
, (5.4)

where h f represents the agent’s final height, and 0.54 its standing height, such that f is normalised

between 0 and 1. The intuition behind this is to reward the agent based on how well it stood up

from a fallen position.

However, any action taken during the behaviour would be rewarded solely based on the end

result, ignoring factors like the time taken. Since speed is valuable, f was then improved by

integrating time:

f =

 h
0.54 h f < 0.54

1+ 3
∆t

h f ≥ 0.54
, (5.5)

where ∆t represents the time taken for the agent to stand up, from the moment it fell on the ground.

The new formula can be thought of as a two-part learning process. First, the agent learns how to

get up successfully, no matter how long it takes. And then, it learns to do so as fast as possible. In

order to make reading the results easier, the goal for ∆t was set as 3 seconds. Thus, a fitness value

f < 1 means the agent did not manage to get up, a value 1 < f < 2 means the agent managed to

get up but took more than three seconds, and a value f > 2 means the agent managed to stand up

in less time.

To further penalise slow behaviours, we also set a maximum threshold for ∆t of ten seconds,

where

f =


10
∆t

∆t > 10

1+ h
0.54 ∆t ≤ 10,h f < 0.54

2+ 3
∆t

∆t ≤ 10,h f ≥ 0.54

. (5.6)
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With this, the agent’s first priority is to move in a way that takes less than ten seconds to complete.

However, we quickly noticed that rewarding the agent based solely on the end result was not

enough for it to consistently learn how to get up. Not only did it take the agent hundreds of

generations to get up successfully for the first time, but sometimes it did not even manage to get

up at all. Often times, the agent would prioritise a stable final position, even if it meant it was not

standing up.

In order to address this problem, we drew inspiration from Q-Learning [69], a classic rein-

forcement learning algorithm. In Q-Learning, future rewards are discounted by a factor γ , and in

doing so, their importance is incorporated into current rewards. In our case, we wanted to give

more importance to heights achieved by the agent near the end of the movement, but without com-

pletely disregarding earlier heights. With this in mind, we arrived at the current fitness function

f =



10
∆t

∆t > 10

1+

n
∑

i=0
γn−i×hn−i

n
∑

i=0
γn−i×0.54

∆t ≤ 10,h f < 0.54

2+ 3
∆t

∆t ≤ 10,h f ≥ 0.54

, (5.7)

where n stands for the number of time-steps of the behaviour, and hi stands for the height of

the agent at time-step i. The sum
n
∑

i=0
γn−i× 0.54 represents the maximum possible reward the

agent could have achieved throughout the movement, if the agent measured its standing height

at every single time-step. As with the previous versions of the fitness function, this is used for

normalisation purposes, in order to ease readability of the fitness values.

The height of the agent is evaluated once per server time-step, with 50 recordings per second.

During testing, we found a good value for the discount factor γ = 0.98. Smaller values would

give too much weight to the final height, while greater values would give too much importance to

initial heights, where the agent would just learn to lift its torso, but rarely to use its legs in order

to reach greater heights.

5.4.2 Neural Behaviour Optimisation

When using Neural Networks to learn a getup, the first reward function we used was the same one

used with the CMA-ES optimisation, equation 5.7. Because this had worked when optimising the

slots, we figured it would probably work here as well. This fitness function only rewards the agent

once, at the end of the episode, which creates what is known as a sparse reward environment.

For comparison purposes, we decided to also test a dense reward environment (i.e. the agent

receives a reward signal every timestep, instead of just at the end of the episode), in order to see

which one would have the best results. This was accomplished with the reward function

ft =
min(0.54,ht)

0.54
, (5.8)
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where ft represents the reward of timestep t, ht the agent’s height at timestep t, and 0.54 its

standing height, such that ft is normalised between 0 and 1.

Unfortunately, the agent was not able to learn from this reward function, as like with previous

iterations of the slot reward function, the agent would prioritise stable positions, such as sitting.

Therefore, there was a need to punish the agent for constantly staying at the same height. This was

accomplished with the reward function

ft =


−1 ht ≤ hbest

1 ht > hbest

2 ht = 0.54

, (5.9)

where ht stands for the normalised height (between 0 and 1) at timestep t and hbest stands for

the best normalised height reached so far in this episode. With this fitness function, the agent

gets rewarded whenever it improves the current best height, and gets punished when it does not.

This teaches the agent that achieving a stable position is not good enough, and the only way

to get rewarded is to keep improving. However, not all improvements should weight the same.

Improving the current best height by 2∆ is obviously better than improving it by ∆, but with this

reward function, both cases would be rewarded +1.

This distinction was achieved by adding the improvement ∆ to the reward function, such that

ft is now given by

ft =


−1−∆ ht ≤ hbest

1+∆ ht > hbest

2 ht = 0.54

, (5.10)

where ∆ = abs(ht −hbest). A fitness value −2 ≤ f ≤ −1 means the agent did not improve the

current best height and thus gets punished: −1 for the punishment, plus whatever amount was left

to improve, −∆. So, the further it gets from the best height, the larger the punishment. A fitness

value 1 < f < 2 meas the agent was able to beat the previous best height and thus gets rewarded:

+1 as the base reward for improving, plus whatever amount was improved, +∆. Finally, a fitness

value f = 2 means the agent achieved the goal and is now standing up.

5.5 Results

This section shows the results obtained from the experiments regarding the getup problem pre-

sented throughout this chapter. Results for both the Slot Behaviour and the Neural Behaviour

approaches are presented, with a small discussion about each.

While the Neural Behaviour tries to optimise all of the robot’s joints (except the head and the

neck), the Slot Behaviour only optimises half of those. By assuming the movement is symmetrical,

it allows us to cut in half the amount of parameters given to CMA-ES, which significantly improves

optimisation times and success rate. This reduction of the action space was not performed when
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optimising with Neural Networks, as these are far more flexible, and thus should not require such

restraints.

5.5.1 Slot Behaviour Optimisation

Initially, we had assumed that a high amount of slots would allow the agent to be more flexible, as

it would provide a finer control of the in-between-key-frames positions. This intuition was derived

from the hand-tuned solutions that the team used until now.

However, as can be seen in Table 5.1, that is not the case. In fact, the behaviour Getup A with

the smaller amount of slots, 5, outperformed Getup B, the one with more slots, 10. This may be

due to an insufficient amount of trials per episode or of individuals per generation. Theoretically,

optimising both scenarios with an infinite amount of trials and individuals should yield similar or

better results in the behaviour with more slots. Nevertheless, Getup B took more than twice the

amount of generations to achieve the same performance as Getup A, due to the extra amount of

parameters to optimise, while still taking longer.

A summary of the optimisation process can be viewed at https://youtu.be/QlLCUiewJdM

and https://youtu.be/dx0fhFiQygg for Getup A and B, respectively.

Slots Success Chance Duration 1st Success Gen. Best solution gen. Total gens.
Getup A 5 >99% 1.715s 18 1506 2750
Getup B 10 >99% 1.858s 43 4837 7360

Table 5.1: Comparison of results between two optimised getup behaviours with a different amount
of slots.

When compared with the current getup behaviour in use (which does not respect self-collisions

rules), Getup A was able to outperform it, being 29% faster. And although we were not able to

objectively measure it, it also outperformed the original behaviour in terms of consistency, as the

latter often fails to stand up on a single try.

Getup A was also tested in live games, during Robotica 2019, where it performed well within

expectations, and was surely one of the factors that help the team achieve 3rd place in the compe-

tition.

5.5.2 Neural Behaviour Optimisation

Both the sparse and dense reward functions (equation 5.7 and 5.10, respectively) were optimised

using the PPO algorithm, with the parameters shown in table 5.2. These are the best parameters

found by OpenAI, through random search, for a humanoid agent to learn how to walk [70].

Unfortunately, both approaches failed, and the agent was unable to learn how to stand up.

The dense reward function was faster to converge and was able to reach higher than the sparse

reward function, showing that dense rewards provide a better setting for learning - which was our

initial assumption. Nevertheless, both were unable to reach the goal, even after tens of millions of
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Parameter Value
Time steps per actor batch 2048

Clipping 0.1
Entropy coefficient 0

Epochs 10
Step size 1e−4

Batch size 64
Gamma 0.99
Lambda 0.95

Table 5.2: PPO parameters used for learning a getup behaviour.

timesteps. This might be due to the high complexity of the problem, as the robot has 20 degrees of

freedom, or perhaps the hyperparameters used aren’t suitable for this problem. Or maybe its both.

In any case, this is something that should be worked on further in the future, in order to

hopefully achieve a successful result.

5.6 Conclusion

This chapter presented the optimisation of a getup - a behaviour whose goal is to stand up from

a falling position. Because of the new self-collisions rules, the current getups needed to be re-

optimised. Two optimisation approaches were followed: one using key-frames, and another using

a Neural Network.

With the key-frame approach, the agent was able to successfully learn how to stand up. The

resulting behaviour was collisions-free, and was also faster and more consistent than the origi-

nal getup. This getup was then tested in live games during Robotica 2019, where it performed

flawlessly according to expectations.

On the other hand, the Neural Network approach failed to achieve the goal of standing up. Two

different settings were available for the neural behaviour optimisation: a sparse reward setting,

where the reward was received only at the end of the episode; and a dense reward setting, where

the agent received a reward at every timestep. The dense reward environment proved to be the

most effective one, having achieved faster convergence and higher elevations.
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Chapter 6

Kick Optimisation

Kicking the ball is one of the most important skills in soccer. Even more so in robotic soccer

competitions, where dribbling skills are still under-developed, and so the main way of moving the

ball is through either shoots or passes. There are many types of kicks with different purposes, but

in this work, the focus was towards a kick with the aim of shooting the ball as far away as possible.

Such kick can then be used to either directly shoot at the goal from far away, to make a long pass

to an unmarked teammate, or simply to remove the ball from a dangerous position in our side of

the field.

6.1 Problem

As with the getup explained in chapter 5, the new self-collisions rules make some of the current

kicks useless. However, unlike the getup, the self-collisions problems of these kicks were very

light. Therefore, the decision was made to use the current kicks as the initial solution for the

optimisation process, rather than completely learning from scratch.

Because there would not be enough time to optimise all of the affected kicks, the kick selected

for optimisation was one whose aim is to shoot the ball as far away as possible.

6.2 Observation Space

In addition to the common observations explained in section 4.1.1, for the kick scenario, it is also

necessary to observe the robot’s height and the ball’s relative position1. The agent’s height is

measured in meters, with a value of 0.54 when standing and 0.06 when laying on the ground. The

ball’s relative position is also measured in meters, with the point (0,0) being the agent’s position.

1 In order for this kick to be usable in live games, it can’t rely on absolute coordinates. As such, coordinates are
relative to the agent, with the X axis being defined as whatever direction the agent is facing (e.g. if the agent was facing
North, the aim would be to shoot the ball as far away as possible, with a straight trajectory, in the North direction).
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Thus, during an optimisation episode,h ∈ [0.06,0.54]

x,y ∈ R
, (6.1)

where h represents the robot’s height, and x and y represent the ball’s relative coordinates.

6.3 Episode Layout

The process of evaluating the parameters of a kick has the following steps:

1. The agent walks to the ball using FC Portugal’s walking controllers.

2. The agent tries to shoot the ball as far away as possible.

3. Once the ball has stopped moving, the fitness of the parameters is evaluated.

The last step is the most crucial one, and requires a good evaluation function, or the agent will

not be able to learn how to properly shoot the ball.

6.4 Reward Shaping

As was explained in section 5.4, reward shaping is a very important part of the optimisation pro-

cess. And much like with the getup scenario, the rewards for the kick optimisation should also be

shaped.

6.4.1 Slot Behaviour Optimisation

The fitness function used in the first experiments was derived from previous successful optimisa-

tions the team had conducted on other types of kicks,

f = ∆x
2−∆y

2, (6.2)

where ∆x and ∆y stand for the distance the ball moved on the respective axis. Although the aim of

this kick is to shoot the ball as far away as possible in the X axis, we want to do so in a straight

line. Therefore, there is a need to subtract ∆y from ∆x. However, this gives too much weight to

the deviation in the Y axis. So, in order to shift the weight towards ∆x, the values of both ∆ are

squared.

However, this reward function had a major problem due to the nature of Slot Behaviours. What

happened was that the agent learned to shoot the ball in the first slot of the behaviour, making all

of the next slots useless. More importantly, as the agent kicked the ball as soon as possible, it was

not able to learn how to gain momentum2 in order to increase the shooting distance.
2 In a typical kick, momentum would be gained by pulling the kicking leg back, and then quickly moving it forward

in a burst of speed, striking the ball.
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This was solved by rewarding the agent based not only on how far it shot the ball, but also by

what slot was active when the agent’s foot connected to the ball:

f =


sb
S sb < S

1+ ∆x
2−∆y

2

256 sb ≥ S
, (6.3)

where sb represents the index of the slot that was active when the ball touched the agent’s foot,

and S represents the total amount of slots for the behaviour being optimised. This new expression

can be thought of as a two-part learning process. First, the agent learns how to kick the ball using

the last slot of the behaviour. And then, it learns to kick the ball, in a straight line, as far away as

possible. In order to make reading the results easier, the goal for ∆x
2−∆y

2 was set as 256, which

would be the case when shooting the ball 16 meters away, in a completely straight line. Thus, a

fitness value f < 1 means the agent did not manage to kick the ball at the end of the behaviour,

a value 1 < f < 2 means the agent managed to properly kick the ball less than 16 meters, and a

value f > 2 means the agent managed to kick the ball further away than 16 meters.

6.4.2 Neural Behaviour Optimisation

Unlike the getup scenario, where the Neural Network is in control throughout the entire episode,

in the kicking scenario that is not the case. That is because once the agent has kicked the ball, there

is nothing the Neural Network can output that will change the outcome of the episode. Because of

this, a dense reward setting would not be suitable for this problem. As such, the optimisation of

the kick was performed in a sparse reward setting, where the reward signal is only received at the

end of an episode.

Thus, the reward function used in this optimisation is rather similar to the one used in the Slot

Behaviour scenario:

f =
∆x

2−∆y
2

256
. (6.4)

6.5 Results

This section shows the results obtained from the experiments regarding the kick problem presented

throughout this chapter. Results for both the Slot Behaviour and the Neural Behaviour approaches

are presented, with a small discussion about each.

Because a kick movement is not symmetrical, it is not possible to reduce the amount of op-

timisation parameters, as was performed when optimising a getup. Therefore, both the Neural

Behaviour and the Slot Behaviour optimise all of the robot’s joints (except the head and neck).

6.5.1 Slot Behaviour Optimisation

As was mentioned in section 6.1, the Slot Behaviour kick was optimised using the current kick as

the initial solution, with a search radius of 45o. This means that all of the joints of the optimised
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behaviour are within 45o of the initial solution, so that

∀ j ∈ J,a j
f ∈
[
a j

i−45,a j
i +45

]
, (6.5)

where j represents a joint, J represents the set of all of the robot’s joints (except head and neck),

and a j
f and a j

i represent the angle of the given joint in the optimised solution and in the initial

solution, respectively.

This optimisation was performed using 3 slots and 10 trials per episode. The results can be

seen in table 6.1. The reason for choosing to optimise 3 slots is because that is the amount of slots

current kicks - and thus the initial solution - contain.

Total Slots Used Slots Distance Generations
3 2 >18m 1488

Table 6.1: Results of the optimisation of a kick through CMA-ES.

Interestingly, although we optimised 3 slots, the optimiser only used 2 of them: the first and

the last. Somewhere down the optimisation process, the algorithm deemed it was better to only

have 2 key-frames. Thinking about it, this does seem logical, as for the movement of a kick, only

2 key-frames should be necessary: the first to pull the leg backwards, and the second to push the

leg forward.

6.5.2 Neural Behaviour Optimisation

When optimising the kick using Neural Networks, we did not use an initial solution, as the current

kick was a Slot Behaviour, and thus incompatible with this approach. The optimisation used the

PPO algorithm with the same parameters as the neural getup, listed in table 5.2.

Much like with the initial reward function of the Slot Behaviour approach, the Neural Network

was not able to learn how to gain momentum. This means that the resulting kick was only able to

shoot the ball very small distances, up to approximately 4 meters. This is the result of the agent

trying to gain rewards as soon as possible, quickly learning to push the ball with its leg, instead of

kicking it.

6.6 Conclusion

This chapter presented the optimisation of a kick with the aim of shooting the ball as far away as

possible. Because of the new self-collisions rules, the current kicks needed to be re-optimised.

Two optimisation approaches were followed: one using key-frames, and another using a Neural

Network.

With the key-frame approach, the agent learned the kick by using the current one as the initial

solution. The resulting behaviour was collisions-free, capable of shooting the ball farther than

18m. It is also simpler that current behaviours, as it consists of only 2 key-frames.

44



Kick Optimisation

On the other hand, the Neural Network approach failed to achieve the goal. Because the agent

tries to get rewards as soon as possible, it fails to learn how to gain momentum and thus is only

able to learn how to push the ball instead of how to kick it.
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Chapter 7

Targeted Kick

Chapter 6 explained the optimisation of a kick with the goal of shooting the ball as far away as

possible. In this chapter, a different kind of a kick, a targeted kick, is presented.

The aim of this kick is to be able to shoot the ball to any desired position on the field, indepen-

dently from the agent’s position. Such a behaviour is not feasible of optimisation under genetic

algorithms, and thus only the Neural Behaviour approach is discussed.

7.1 Problem

Kicking the ball is one of the most important skills in soccer. Even more so in robotic soccer

competitions, where dribbling skills are still under-developed, and so the main way of moving the

ball is through either shoots or passes. However, it is still hard to kick a ball to a specific position

on the field, as most kicks aim to simply shoot the ball in a general direction. Using the typical

Evolution Strategy approach, if we wanted to kick the ball to a target 5 meters away, and to another

target 10 meters away, we’d have to learn 2 different behaviours.

However, using Neural Networks, only one behaviour would have to be learned. Such is the

aim of this kick.

7.2 Observation Space

In addition to the observations required for a simple directional kick, explained in section 6.2, for

the targeted kick scenario, it is also necessary to observe the target’s relative position. The target

is a randomly selected position on the playing field, and thus, during an optimisation episode,tx ∈ [0,15]

ty ∈ [0,10]
, (7.1)
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where tx and ty represent the target’s relative coordinates, in meters. Although the pitch measures

20 meter by 30 meters, the decision was made to scale down the problem and try to learn a target

kick that would be able to shoot the ball in a smaller area.

7.3 Episode Layout

The process of evaluating the parameters of a kick has the following steps:

1. The agent walks to the ball using FC Portugal’s walking controllers.

2. The agent tries to shoot the ball to a position as close as possible to the target.

3. Once the ball has stopped moving, the fitness of the parameters is evaluated.

7.4 Reward Shaping

As with the kick presented in chapter 6, this optimisation was performed in a sparse reward setting,

where the reward signal is only received at the end of an episode. The reward function used is

f =
√

∆x
2 +∆y

2, (7.2)

where ∆x and ∆y stand for the distance between the target and the final ball position, in the X and

Y axis respectively. This is the typical formula for calculating the distance between 2 points in a

2-dimensional field.

7.5 Results

This behaviour was optimised using a Neural Network and PPO with the same parameters as the

previous behaviours, listed in table 5.2.

Although the agent was given random targets every episode, it was not able to learn how to

kick the ball towards them. In fact, what the agent learned was to always shoot the ball in a straight

line in front of it. This is likely due to the randomness of the targets’ positions. By always kicking

the ball in its direction, the agent was able to maximise the average reward it would gain. The end

result was a kick rather similar to the one explained in subsection 6.5.2: the agent learned how to

push the ball, and not how to kick it.

7.6 Conclusion

This chapter presented the optimisation of a targeted kick with the aim of shooting the ball to

specific positions on the field.
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The optimisation of this behaviour was only performed with Neural Networks, as the key-

frame approach is not suitable for this type of problem. The result was similar to the kick explained

in 6.5.2, with the agent failing to accomplish the goal.

Changes to the way the reward is shaped are likely necessary, in order to address the lack of

momentum and the missed targets.
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Chapter 8

Conclusion and Future Work

Chapter 1 presented an overall introduction to this document, and the motivations behind the work.

More importantly, it introduced the RoboCup goal of beating the world champion team by 2050,

which is the ultimate goal for everyone involved.

The state of the art was reviewed in chapter 2. Deep Reinforcement Learning is still a rela-

tively new field, and thus not many teams have applied it to RoboCup yet. Despite this, FC Por-

tugal achieved a very recent breakthrough concerning humanoid running skills, having achieved

extremely high running speeds when compared to other teams. Other optimisation techniques,

such as Evolution Strategies have been widely used by teams, although mostly focus on kicking.

The environment used for the development of this work consisted of SimSpark as the simu-

lation server, with RoboViz as the 3D viewer and the NAO robot as the model of the agent. The

settings changed to allow for faster optimisation times and to reduce noise are shown in subsection

3.1.2. Chapter 3 also presented the new rules that have been added to this year’s competition.

Chapter 4 went over the developed framework. This framework allows for the optimisation of

low-level skills in one of two ways: through a key-frame approach or through a Neural Network.

In chapter 5, a getup was optimised. The goal was for the agent to learn how to stand up

from a laying position. The key-frame approach was successful and managed to not only learn

without self-collisions, but also outperform the original getup. This was tested in live games

during Robotica 2019 where it performed well within expectations. On the other hand, the Neural

Network approach failed to learn even after tens of millions of timesteps. The agent quickly

learned how to sit, but not how to stand.

Chapter 6 explains the optimisation of a kick with the goal of shooting the ball as far away

as possible. As with the getup, the key-frame approach using CMA-ES was rather successful,

having learned how to properly kick. In this case, however, the optimiser was given a good initial

solution, so learning was not made from scratch, unlike with the getup. As for the Neural Networks

approach using PPO, although the agent managed to learn how to push the ball, it did not learn

how to kick it.
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Conclusion and Future Work

Chapter 7 went over a targeted kick. Suck kick has the aim to shoot the ball to specific positions

on the field, and thus should be optimised through Deep Reinforcement Learning methods on

Neural Networks. As with the previous chapter, the agent failed to achieved the desired goal,

having learned only to push the ball in a straight line in front of it.

It is clear that at this time, Neural Networks and Reinforcement Learning methods might not

be the best choice for optimising simple skills, as key-frame approaches optimised using Evolution

Strategies proved to be far easier to obtain good results with.

In the future, some more focus should be directed towards Deep Reinforcement Learning,

because skills optimised under these methods are sure to be far more robust than key-frame be-

haviours. A starting point might be to try to give some more information to the Neural Networks,

expanding the observation space.
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