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Abstract. This paper revisits the normal forms introduced by J. McCammond to solve the word

problem for ω-words over the pseudovariety A of aperiodic semigroups. The proof of the uniqueness

of these normal forms for ω-words, given by McCammond, is based on his solution of the word

problem for certain Burnside semigroups. In this paper, we describe a new proof of correctness

of McCammond’s algorithm which is based on properties of certain languages associated with the

normal forms. This method leads to several new applications beyond ω-words.
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1. Introduction

An ω-term is a formal expression obtained from letters of an alphabet X using the operations

of concatenation and ω-power. These expressions naturally define implicit operations on finite

semigroups S: the concatenation is viewed as the semigroup multiplication while the ω-power is

interpreted as the unary operation which sends each element of S to its unique idempotent power.

An implicit operation defined by an ω-term in the elements of a pseudovariety of semigroups V

is called an ω-implicit operation over V. The ω-semigroup formed by these implicit operations,

denoted by Ωω
XV, is the V-free ω-semigroup generated by X.

The ω-word problem for a pseudovariety V is the problem of determining whether two ω-terms

represent the same operation on the elements of V, that is, is the word problem for Ωω
XV. This prob-

lem has received some attention lately. The case of the pseudovariety J of all J-trivial semigroups,

solved by the first author in [1], constitutes a classical example. Another remarkable example,
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achieved by McCammond [23] and which plays an important role in the Krohn-Rhodes complexity

problem, is given by the pseudovariety A of all aperiodic semigroups. A much simpler case, obtained

by the second author [16], is the one associated with the pseudovariety LSl of local semilattices.

More recently, the first and third authors [14] solved the word problem for Ωω
XR, where R is the

pseudovariety of R-trivial semigroups.

The ω-word problem for a pseudovariety V is an instance of a more general problem: the word

problem for σ-semigroups Ωσ
XV, where σ is an arbitrary implicit signature (a set of implicit oper-

ations containing multiplication). This problem is mainly motivated by recent research [3, 12, 13,

4, 24] that has shown that detailed knowledge of the σ-semigroups Ωσ
XV yields important infor-

mation about V. Indeed, through the seminal work of Ash [15] and its generalizations found by

the first author and Steinberg [3, 13, 12], an important property that a pseudovariety V may enjoy

has emerged: the so-called tameness. Roughly speaking, it serves as a strong form of decidability,

entailing that it is decidable whether a finite system of equations with rational constraints over a

finite alphabet X admits a solution in every X-generated semigroup from V. By a standard com-

pactness argument, the existence of such solutions can be reduced to the existence of solutions in

ΩXV, the pro-V semigroup freely generated by X (i.e., the semigroup of all implicit operations over

V on the alphabet X). Basically, the idea of tameness is to reduce the search of solutions in such

a semigroup, which is often uncountable, to a countable subsemigroup, namely a subalgebra Ωσ
XV

generated by the same set X with respect to a suitable signature σ, which turns out to be itself

a relatively free algebra. The signature in question should be made up of “natural” operations on

profinite semigroups, including the multiplication. Among such operations, the most encountered

is the pseudoinversion, or (ω − 1)-power. In the group case, this operation is the group inversion

and the corresponding countable subsemigroup of the free profinite group is just the free group on

the same generating set. In the aperiodic case, the (ω− 1)-power reduces to the ω-power, in which

case an algebra in our signature is simply called an ω-semigroup.

To prove tameness, one must establish that the word problem for the chosen relatively free

algebra Ωσ
XV is decidable and, since the existence of solutions of certain systems in the relatively

free profinite semigroup must be shown to entail the existence of solutions in the chosen subalgebra,

it is important to understand well how the subalgebra fits in the profinite semigroup. For the case

of the pseudovariety of all finite groups, a restricted form of tameness was first proved within

the framework of semigroup theory [15], but also independently a special case was proved using

methods from profinite group theory [25, 26], and later was rediscovered as a model-theoretic result

[19, 10, 11].

Unlike the cases of LSl [18, 17] and R [8, 9], tameness of A has not yet been published, but the

above mentioned solution of the word problem for Ωω
XA, which has been obtained by McCammond

in 2001, is a step forward in that direction. McCammond’s solution [23] consists in the reduction

of arbitrary ω-terms to a certain canonical form. McCammond then goes on to show that different

ω-terms in canonical form cannot represent the same implicit operation over A, which he does by

invoking his results on free Burnside semigroups [22].

In this paper, we describe an alternative proof of the uniqueness of McCammond’s normal forms

for ω-terms over A which is independent of the theory of free Burnside semigroups. Our approach
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consists in associating to each ω-term α and positive integer n a certain rational language Ln[α],

whose key property is that, if α is in McCammond normal form and n is large enough then Ln[α]

is a star-free language. Another crucial step in our proof is the fact that if α and β are both ω-

terms in normal form and n is sufficiently large such that Ln[α]∩Ln[β] 6= ∅, then α = β. This new

approach, and most particularly the star-freeness of the languages Ln[α], permits also to obtain new

important applications. We show for instance that, over A, every factor of an ω-implicit operation

is also an ω-implicit operation. In turn this result is a central piece in [6], whose main result

provides a characterization of the implicit operations which are given by ω-terms thus contributing

to a deeper understanding of how the ω-subsemigroup generated by a finite alphabet X fits in the

free pro-A semigroup on X.

The paper is organized as follows. After a section of preliminaries, where we review most of the

basic background material including the description of McCammond’s normal form, we introduce

term expansions and the languages Ln[α] in Section 3 and prove some of its basic properties.

Section 4 contains some combinatorial lemmas concerning factors of terms of rank 1. In Section 5,

we present the main properties of the languages Ln[α] and the alternative proof of uniqueness of

McCammond’s normal forms for ω-terms over A. Section 6 is devoted to establish the star-freeness

of the languages Ln[α] for α in normal form and n large enough. Finally, we investigate in Section 7

other properties of the languages Ln[α] and derive some applications.

2. Preliminaries

In this section we briefly recall the basic definitions and results that will be used throughout the

paper. The reader is referred to [2, 24] for general background, and to [5] for a quick introduction,

about the classical theories of pseudovarieties, rational languages and profinite semigroups. For

further details about combinatorics on words see [21].

In the following, X always denotes a finite non-empty set called an alphabet. The free semigroup

generated by X, viewed as the set of all finite non-empty words in the letters of X, is denoted

by X+. The free monoid on X, denoted by X∗, is obtained from X+ by adding the empty word.

The length of a word w ∈ X∗ is denoted by |w|. The following result is known as Fine and Wilf’s

Theorem (see [21]).

Proposition 2.1. Let u, v ∈ X+. If two powers uk and vℓ of u and v have a common prefix of

length at least |u| + |v| − gcd(|u|, |v|), then u and v are powers of the same word.

A primitive word is a word that cannot be written in the form un with n > 1. Two words w and

z are said to be conjugate if there exist words u, v ∈ X∗ such that w = uv and z = vu. We notice

that, if w is a primitive word and z is a conjugate of w, then z is also primitive. Let an order be

fixed for the letters of the alphabet X. A Lyndon word is a primitive word that is minimal, with

respect to the lexicographic ordering, in its conjugacy class. The following proposition (see [21])

gives an alternative definition of Lyndon words.

Proposition 2.2. A word w ∈ X+ is a Lyndon word if and only if w is strictly less than any of

its proper non-empty suffixes.
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A word v ∈ X∗ is said to be a border of another word w ∈ X+ when v 6= w and v is both a prefix

and a suffix of w. If a word w ∈ X+ admits a non-empty border then w is called bordered, otherwise

it is called unbordered. An immediate consequence of Proposition 2.2 is that every Lyndon word is

an unbordered word.

Let V be a pseudovariety of semigroups. A pro-V semigroup is a projective limit of elements

of V. Equivalently, we may say that a topological semigroup is pro-V if it is compact and residually

in V. In particular, all semigroups of V, endowed with the discrete topology, are pro-V. A pro-

S semigroup, where S is the pseudovariety of all finite semigroups, is also called profinite. The

projective limit of all X-generated semigroups from V is denoted by ΩXV. For each mapping

ϕ : X → S into a pro-V semigroup S there is a unique continuous homomorphism ϕ : ΩXV → S

extending ϕ, that is ΩXV is the pro-V semigroup freely generated by X. The elements of ΩXV

are called pseudowords over V and they are naturally interpreted as (X-ary implicit) operations on

pro-V semigroups S: the interpretation of w ∈ ΩXV on S is wS : SX → S mapping each function

ϕ ∈ SX to ϕ(w). For instance, for X = {x, y}, the pseudoword w = xy is interpreted as the

semigroup multiplication from S × S into S. If X = {x}, the interpretation of the ω-power xω

is the mapping which associates each element s ∈ S to sω, the unique idempotent of the closed

subsemigroup generated by s.

Given u, v ∈ ΩXS, we call the formal equality u = v a pseudoidentity. For a profinite semigroup S,

we then say that S satisfies the pseudoidentity u = v, and write S |= u = v, when uS = vS .

A pseudovariety V satisfies a pseudoidentity u = v, denoted V |= u = v, if every semigroup from V

satisfies u = v. Given u, v ∈ ΩXS, it is well known that V |= u = v if and only if pV(u) = pV(v),

where pV : ΩXS → ΩXV is the only continuous homomorphism which sends each free generator to

itself.

An implicit signature is a set of pseudowords containing the multiplication xy. In this paper we

will be interested in the signature {xy, xω}, which will also be denoted ω. Every pro-V semigroup S

has a natural structure of an ω-semigroup, via the interpretation of the elements of ω as operations

on S. We denote by Ωω
XV the ω-subsemigroup of ΩXV generated by X, whose elements are called

ω-implicit operations over V. Each ω-implicit operation has a representation by a formal term over

X in the signature ω. These terms are called ω-terms and they are obtained from the letters of X

using multiplication and ω-power. More conveniently, since we are interested in semigroups, we will

consider equivalence classes of ω-terms resulting by collecting together ω-terms that can be obtained

from each other by applying the associative law of multiplication. The resulting equivalence classes

of ω-terms on a set X are called ω-words. They constitute the unary semigroup UX freely generated

by X.

We now recall the definition of McCammond’s normal form for ω-words. To simplify the notation,

McCammond [23] represents ω-words over an alphabet X as correctly parenthesized words in the

alphabet Y = X∪{(, )}, for which the parentheses are thus viewed as letters. The ω-word associated

with such a word is obtained by replacing each matching pair of parentheses (∗) by (∗)ω . Conversely,

every ω-word over X determines a unique correctly parenthesized word over Y . We define the length

of an ω-word α to be the length of the word over Y which it determines, and we denote it |α|.

From hereon, in the absence of mention to the contrary, we will refer to an ω-word meaning its
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associated word over Y . Note that the words in the extended alphabet that represent ω-words are

precisely those for which, by removing all other letters we obtain a Dyck word. In fact, it is easy

to check that the ω-subsemigroup of the free semigroup Y + generated by X, where the ω-power is

interpreted as the operation w 7→ (w), is freely generated by X as a unary semigroup. Thus, we

identify UX with the set of well-parenthesized words over the alphabet X. In particular, there is a

natural homomorphism of ω-semigroups ǫ : UX → Ωω
XA that fixes each x ∈ X when we view X as a

subset of UX and Ωω
XA in the natural way. To avoid ambiguities in the meaning of the parentheses,

we will write ǫ[w] for the image of w ∈ UX under ǫ. The elements of Ωω
XA will sometimes be called

ω-words.

The ω-word problem for A (over X), consists in deciding when two elements of UX have the

same image under ǫ. This problem was solved by McCammond by showing that it is possible to

transform any ω-word into a certain normal form with the same image under ǫ, and by proving that

two ω-words in normal form with the same image under ǫ are necessarily equal. For the description

of the normal form, fix a total ordering of the alphabet X, and extend it to Y = X ∪ {(, )} by

letting ( < x < ) for all x ∈ X. The rank of a word of Y + is the maximum number of nested

parentheses in it.

McCammond’s normal form is defined recursively. The rank 0 normal forms are the words

from X+. Assuming that rank i normal form terms have been defined, a rank i + 1 normal form

term is a word from Y + of the form

α0(β1)α1(β2) · · ·αn−1(βn)αn,

where the αj and βk are ω-words such that

(a) each βk is a Lyndon word of rank i;

(b) no intermediate αj is a prefix of a power of βj or a suffix of a power of βj+1;

(c) replacing each subterm (βk) by βkβk, we obtain a rank i normal form ω-word;

(d) at least one of the properties (b) and (c) fails if we remove from αj a prefix βj (for 0 < j) or

a suffix βj+1 (for j < n).

McCammond’s procedure of transformation of an arbitrary ω-word into one in normal form

consists in applying elementary changes determined by the following rewriting rules:

1. ((α)) = (α)

2. (αk) = (α)

3. (α)(α) = (α)

4. (α)α = (α), α(α) = (α)

5. (αβ)α = α(βα)

If an ω-subword given by the left side of a rule of type 1–4 is replaced in an ω-word by the right

side of the rule, then we say there is a contraction of that type. If the replacement is done in the

opposite direction than we say that there is an expansion of that type. For the rules of type 4, we

may add an index L or R to indicate on which side of the ω-power the base was added or deleted.

Since all the rules are based on identities of ω-semigroups that are valid in A (in fact, all but those

of type 4 are valid in S), it follows that the elementary changes preserve the value of the ω-word

under ǫ. Hence McCammond’s algorithm does indeed transform an arbitrary ω-word into one in
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normal form with the same image under ǫ. We don’t describe here McCammond’s procedure because

usually we will work with ω-words already in normal form (or almost). The reader interested in

more details of the algorithm is referred to the original paper [23] or to [6] for a more condensed

discription of its steps.

To prove that distinct ω-words in normal form have different images in Ωω
XA, McCammond used

his solution of the word problem for certain free Burnside semigroups [22]. We have obtained a

direct combinatorial proof of the same result, which will be described in Sections 3 to 6, which

leads to other applications presented in Section 7.

3. Word expansions

The main differences between the following definition and McCammond’s “rank i expansions”

[23, Definition 10.5] are that we require the exponents to be beyond a fixed threshold and we do

not require that the ω-words be in normal form.

Definition 3.1 (Word expansions). Let n be a positive integer. For a word α ∈ X∗, we let

En[α] = {α}. For an ω-word

(3.1) α = γ0(δ1)γ1 · · · (δr)γr where all the γj and δk are ω-words, the δk have the same

rank i and all the γj have rank at most i,

we let

En[α] = {γ0δ
n1

1 γ1 · · · δ
nr
r γr : n1, . . . , nr ≥ n}.

For a set W of ω-words, we let En[W ] =
⋃

α∈W En[α]. For an ω-word α we let

Ln[α] = Erank α
n [α],

and, for a set W of ω-words , we let Ln[W ] =
⋃

α∈W Ln[α].

We recall now terminology introduced by McCammond for an ω-word α as in (3.1) that will be

used later. The ω-subwords of α of the form (δj)γj(δj+1) are called crucial portions of α, whereas

the prefix γ0(δ1) and the suffix (δr)γr are called respectively its initial portion and its final portion.

Lemma 3.2. The following formulas hold:

(a) for ω-words α and β,

En[αβ] =















En[α]En[β] if rankα = rankβ

αEn[β] if rankα < rankβ

En[α]β if rankα > rankβ.

(b) for an ω-word α, Ln[α] = Ln[En[α]];

(c) for sets U and V of ω-words of bounded rank, Ln[UV ] = Ln[U ]Ln[V ].

(d) if α = γ0(δ1)γ1 · · · (δr)γr is a factorization of an ω-word as in (3.1), then

Ln[α] = Ln[γ0]Ln[(δ1)]Ln[γ1] · · ·Ln[(δr)]Ln[γr];

(e) for an ω-word α, Ln[(α)] = Ln[α]nLn[α]∗.
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Proof. (a) is immediate from the definition of the operator En. For (b), since En[α] is a set of

ω-words whose rank is rankα− 1, we have

Ln[En[α]] = Erank α−1
n [En[α]] = Erank α

n [α] = Ln[α].

For (c), we proceed by induction on the maximum rank m of the elements of U ∪ V . In case

m = 0, both sides of the equation are equal to UV . Assuming m ≥ 1 and the result holds for sets

involving terms of rank less than m, we first note that, if u and v are ω-words of rank at most m,

then

Ln[uv] = Ln[En[uv]] =











Ln[En[u]En[v]] if ranku = rank v

Ln[uEn[v]] if ranku < rank v

Ln[En[u]v] if ranku > rank v











= Ln[u]Ln[v]

where the last equality follows from (b) and the induction hypothesis. To conclude the induction

step, we note that

Ln[UV ] =
⋃

u∈U, v∈V

Ln[uv] =
⋃

u∈U, v∈V

Ln[u]Ln[v] = Ln[U ]Ln[V ].

Property (d) follows from (c) by induction on the number of factors.

For (e), we have

Ln[(α)] =
(b)
Ln[En[(α)]] =

⋃

m≥n

Ln[αm] =
(c)

⋃

m≥n

Ln[α]m = Ln[α]nLn[α]∗. �

In case α is a rank i+ 1 ω-word in normal form, the elements of E1[α] are precisely the McCam-

mond’s “rank i expansions of α”. Since Lemma 10.7 of [23] states that every such rank i expansion

of α is an ω-word in normal form and since E1[α] ⊇ E2[α] ⊇ E3[α] ⊇ · · · , we obtain the following

result which will be very useful in the sequel.

Lemma 3.3. Let n be a positive integer. If α is an ω-word in normal form and w ∈ E∗
n[α], then

w is also an ω-word in normal form. �

We now associate to each term a parameter which plays an important role in this paper.

Definition 3.4 (Parameter µ[α]). Let α = γ0(δ1)γ1 · · · (δr)γr be an ω-word as in (3.1). Let µ[α]

denote the integer

µ[α] = 4 + 2max{|δjγjδj+1|, |δrγr|, |γ0δ1| : j = 1, . . . , r − 1}.

In case α is a word, we let µ[α] = |α|.

It is easy to check that, if the above expression for α is its normal form, then µ[α] ≥ max{µ[γj ], µ[δj ]}.

It is also important to point out the following simple observation.

Lemma 3.5. If α is an ω-word with rankα > 1 and α′ ∈ En[α], then µ[α′] ≤ µ[α]. �
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4. Some combinatorial lemmas

Given words u and v, write u � v if u is a prefix of v and u ≺ v if u is a proper prefix

of v. The following is a simple consequence of a well-known combinatorial result on words [20,

Proposition 1.3.4].

Lemma 4.1. Suppose that u, v,w are words such that u is nonempty and uv = vw. Then v is a

prefix of a power of u. �

We will use repeatedly the following consequence of Fine and Wilf’s Theorem on the relationship

between the periods of a sufficiently long word and their synchronization.

Lemma 4.2. Let u and v be Lyndon words and suppose that w is a word such that |w| ≥ |u|+|v| and

w is a factor of both a power of u and a power of v. Then u = v. Moreover, for all factorizations

um = xwy and vn = zwt, there is a factorization w = w1w2 such that xw1, zw1 ∈ u∗.

Proof. By Fine and Wilf’s Theorem (Proposition 2.1), since both u and v are primitive words, and

they are periods of w, with |w| ≥ |u| + |v| − gcd{|u|, |v|}, we conclude that they are conjugates of

each other. But, since they are also Lyndon words, they must be equal.

Since xwy and zwt are powers of u, there are factorizations w = w1w2 = w3w4, x = ukx′ and

z = uℓz′ such that x′w1 = z′w3 = u, and w2, w4 are prefixes of some power of u. Furthermore, since

|w| ≥ 2|u| and |w1| ≤ |u|, we have |w2| ≥ |u|, and therefore u � w2. Similarly u � w4. Therefore,

w1u � w1w2 = w and w3u � w3w4 = w so that w1u and w3u are �-comparable.

If w1 6= w3, then we may as well assume that |w1| < |w3| so that w1u ≺ w3u and w1 ≺ w3.

Therefore, there exist t1, t2, t3 such that w3 = w1t1, u = t1t2 = t2t3. Now, since Lyndon words

are unbordered and t2 is a border of the Lyndon word u, it follows that t2 = 1. Hence u = t1, so

w3 = w1u. Since |w3| ≤ |u|, this implies that w1 = 1 and w3 = u. Therefore, x′ = u and z′ = 1, so

xw1, zw1 ∈ u∗.

If w1 = w3, then x′w1 = z′w1 = u and again xw1, zw1 ∈ u∗, which completes the proof. �

The next two lemmas establish important properties of factors of certain ω-words of rank 1.

Lemma 4.3. Let α = u0(v1)u1 · · · (vr)ur be an ω-word of rank 1, where each ui and each vj is a

word of X∗, such that each crucial portion (vi)ui(vi+1) is in normal form and let z be a Lyndon

word. Let w = u0v
n1

1 u1 · · · v
nr
r ur ∈ En[α] with n ≥ max{µ[α], |z| + 1} and suppose that w = sznt

with

|u0v
n1

1 u1 · · · v
ni−1

i−1 | ≤ |s| < |u0v
n1

1 u1 · · · v
ni−1

i−1 ui−1v
ni

i |.

Let x be the word given by u0v
n1

1 u1 · · · v
ni−1

i−1 ui−1v
ni

i = sx. Then vi = z and exactly one of the

following cases holds:

(a) |zn| ≤ |x| and there is a factorization ui−1 = pvk
i such that s = u0v

n1

1 u1 · · · v
ni−1

i−1 p;

(b) |zn| ≤ |x| and there is a factorization s = u0v
n1

1 u1 · · · v
ni−1

i−1 ui−1v
k
i such that k ≤ ni − n;

(c) |viz| ≤ |x| < |zn| and s = u0v
n1

1 u1 · · · v
ni−1

i−1 ui−1v
k
i for some k such that 0 ≤ k ≤ ni −n+ ⌊ |ui|

|vi|
⌋.

Proof. Suppose first that |zn| ≤ |x|. Since

|zn| ≥ |z|ui−1vi|+1| = (|ui−1vi| + 1)|z| ≥ |ui−1| + |vi| + |z| = |ui−1| + |viz|,
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and zn is a prefix of x, which in turn is a suffix of ui−1v
ni

i , we deduce that there is a common factor

of zn and vni

i of length |vi| + |z|. Lemma 4.2 then implies that vi = z and the conditions in (a)

or (b) hold, depending on whether or not the inequality |s| < |u0v
n1

1 u1 · · · v
ni−1

i−1 ui−1| is verified.

Consider next the case |viz| ≤ |x| < |zn|. Since

|vn
i | ≥ |v

|z|+1
i | = (|z| + 1)|vi| ≥ |viz|,

x is a prefix of zn and x and vni

i are suffixes of the same word, we deduce that the suffix of vni

i of

length |viz| is a factor of zn. By Lemma 4.2, we conclude that vi = z and there is an exponent ℓ

such that 0 ≤ ℓ ≤ n and svℓ
i = u0v

n1

1 u1 · · · v
ni−1

i−1 ui−1v
ni

i . Let k = ni − ℓ ≥ 0. Thus, to show that

(c) holds, it remains to prove that k ≤ ni − n+ ⌊ |ui|
|vi|

⌋. Note that ui is not a prefix of a power of vi

because the crucial portion vω
i uiv

ω
i+1 is in normal form. Since ui and zn−ℓ are prefixes of the same

word, it follows that the largest possible exponent of a power of z which is a prefix of ui is ⌊ |ui|
|vi|

⌋.

Hence n− ℓ ≤ ⌊ |ui|
|vi|

⌋ which, together with ℓ = ni − k, implies the desired inequality.

It remains to consider the case where 1 ≤ |x| < |viz|. Since

|zn| ≥ |z|viui|+1| = (|viui| + 1)|z| ≥ |ui| + |vi| + |z| = |ui| + |viz| > |xui|,

we conclude that i < r. Hence

|zn| − |xui| ≥ |z|viuivi+1|+2| − |xui|

= (|viuivi+1| + 2)|z| − |xui|

≥ |viuivi+1| + 2|z| − |xui|

= |vivi+1| + 2|z| − |x|

> |vi+1z|.

By Lemma 4.2, we have z = vi+1 and szk = u0v
n1

1 u1 · · · v
ni−1

i−1 ui−1v
ni

i ui for some k such that

1 ≤ k ≤ n. Since |s| < |u0v
n1

1 u1 · · · v
ni−1

i−1 ui−1v
ni

i |, it follows that ui is a suffix of zk = vk
i+1,

contradicting the hypothesis that vω
i uiv

ω
i+1 is a crucial portion in normal form. This shows that at

least one of the cases (a), (b) and (c) holds. �

Lemma 4.4. Let α = u0(v1)u1 · · · (vr)ur be an ω-word of rank 1, where each ui and each vj is a

word of X∗, such that each crucial portion (vi)ui(vi+1) is in normal form and let β = (z1)y(z2)

be a crucial portion of rank 1, also in normal form. Let w = u0v
n1

1 u1 · · · v
nr
r ur ∈ En[α] with

n ≥ max{µ[α], µ[β]} and suppose that w = szn
1 yz

n
2 t with

|u0v
n1

1 u1 · · · v
ni−1

i−1 | ≤ |s| < |u0v
n1

1 u1 · · · v
ni−1

i−1 ui−1v
ni

i |.

Then z1 = vi, y = ui, z2 = vi+1, and u0v
n1

1 u1 · · · v
ni−1

i−1 uiv
ni

i = szn
1 .

Proof. The equality z1 = vi follows directly from Lemma 4.3. As in that lemma, let x be the word

given by u0v
n1

1 u1 · · · v
ni−1

i−1 ui−1v
ni

i = sx. Note that the last equality in the statement of the lemma

is equivalent to x = zn
1 . We now consider the three cases of Lemma 4.3.

(a) The inequality |zn
1 | ≤ |x| holds and there is a factorization ui−1 = pvk

i such that s =

u0v
n1

1 u1 · · · v
ni−1

i−1 p. Since y is not a prefix of a power of z1 = vi, because β is in normal form, we

9



must have

svn
i ≺ u0v

n1

1 u1 · · · v
ni−1

i−1 ui−1v
ni

i = sx ≺ svn
i y

i.e., vn
i ≺ x ≺ vn

i y. Since n ≥ µ[β] > |y|, the factor y after the prefix svn
i must end somewhere

ui−1 vni

i ui
v

ni+1

i+1

x

s zn
1 = vn

i

vk
i

y zn
2 = vn

i+1

p
vni−n+k

i
y′ vℓ

i+1

Figure 1. Case (a) of Lemma 4.4

within the factor uiv
ni+1

i+1 or, more precisely,

(4.1) |u0v
n1

1 u1 · · · v
ni−1

i−1 ui−1v
ni

i | = |sx| < |svn
i y| < |u0v

n1

1 u1 · · · v
ni−1

i−1 ui−1v
ni

i uiv
ni+1

i+1 |.

Hence, by Lemma 4.3, z2 = vi+1. Moreover, we have u0v
n1

1 u1 · · · v
ni−1

i−1 ui−1v
ni−k
i = svn

i , y =

vni−n+k
i y′ and ui = y′vℓ

i+1. Hence y′ is not a prefix of a power of vi (since otherwise y would also

have that property) nor is it a suffix of a power of vi+1 (for that would entail that ui would have the

latter property). If ui is not synchronized with y, that is ni −n+ k > 0, or both ni −n+ k = 0 and

ui 6= y, then neither (vi)ui(vi+1) nor (vi)y(vi+1) = (z1)y(z2) would be crucial portions in normal

form, their normal form being (vi)y
′(vi+1). Hence ui = y and they are synchronized in the two

factorizations of w, which proves that x = zn
1 .

In case (b), the inequality |zn
1 | ≤ |x| holds and there is a factorization s = u0v

n1

1 u1 · · · v
ni−1

i−1 ui−1v
k
i

such that k ≤ ni −n. In this case, xuiv
ni+1

i+1 and vn
i yz

n
2 are prefixes of the same word and x = vni−k

i

is a power of vi. If vn
i y were a prefix of x, then y would be a prefix of a power of z1 = vi,

ui−1 vni

i ui
v

ni+1

i+1

s

x

vk
i

zn
1 = vn

i
y zn

2 = vn
i+1

vni−n−k
i

y′ vℓ
i+1

Figure 2. Case (b) of Lemma 4.4

which is impossible since (vi)ui(vi+1) is in normal form. Hence x ≺ vn
i y. On the other hand,

|y| < µ[β] ≤ n≤ ni+1 ≤ |uiv
ni+1

i+1 |. This shows that the inequalities (4.1) hold. From hereon, in the

present case, the argument can be concluded as in the previous case (it suffices to substitute +k

by −k).

In case (c) the inequalities |viz1| ≤ |x| < |zn
1 | hold and s = u0v

n1

1 u1 · · · v
ni−1

i−1 ui−1v
k
i for some

k such that 0 ≤ k ≤ ni − n + ⌊ |ui|
|vi|

⌋. As in the previous case, xuiv
ni+1

i+1 and vn
i yz

n
2 are prefixes

of the same word and x is a power of vi. Since (vi)ui(vi+1) is in normal form, ui cannot be a

10



ui−1 vni

i ui
v

ni+1

i+1

s

x

vk
i

zn
1 = vn

i
y zn

2 = vn
i+1

Figure 3. Case (c) of Lemma 4.4

prefix of a power of vi, which implies that vn
i ≺ xui. Hence the factor y that follows the prefix

svn
i of w overlaps with the factor ui in the other given factorization of w. As in the other cases,

since |y| < n ≤ |uiv
ni+1

i+1 |, we deduce that the inequalities (4.1) hold. A simple adaptation of the

argument of case (a) then yields that ui and y are synchronized in the two factorizations of w, so

that y = ui, z2 = vi+1, and x = vn
i , which means that this case cannot actually occur. �

5. The ω-word problem over A

In this section we reveal how the languages Ln[α] can be used to obtain an alternative proof of

McCammond’s solution of the word problem for ω-words over A.

The fundamental property of the languages Ln[α], whose proof will be left to the next section,

is the following.

Theorem 5.1. Let α be a term in normal form and let n ≥ µ[α]. Then the language Ln[α] is

star-free.

A simpler but also important property is that if two ω-words in normal form have a common

expansion then one of them is an expansion of the other.

Lemma 5.2. Let α and β be two ω-words in normal form with rankα ≤ rankβ, and let n >

max{µ[α], µ[β]}. If Ln[α] ∩ Ln[β] 6= ∅, then α ∈ E∗
n[β].

Proof. Let w ∈ Ln[α] ∩ Ln[β]. We proceed by induction on rankα = i. Suppose first that i = 0,

that is to say α ∈ A+, so that w = α. Hence α ∈ Ln[β] = Erank β
n [β]. Assume next that i ≥ 1 and

that the result holds for pairs of ω-words in normal form whose minimum rank is less than i.

By definition of Ln and the choice of w, there exist α1 ∈ Erank α−1
n [α] and β1 ∈ Erank β−1

n [β] such

that w ∈ Ln[α1] ∩ Ln[β1]. By Lemma 3.3, α1 and β1 are rank 1 ω-words in normal form.

Let u0(v1)u1 · · · (vr)ur and z0(t1)z1 · · · (ts)zs be the normal form expressions of α1 and β1, re-

spectively. Then there exist exponents ni,mj ≥ n such that

w = u0v
n1

1 u1 · · · v
nr
r ur = z0t

m1

1 z1 · · · t
ms
s zs.

Taking into account Lemma 3.5, by Lemma 4.4 it follows that r = s, vi = ti and ni = mi

(i = 1, . . . , r), and ui = zi (i = 0, . . . , r). Hence α1 and β1 are the same term. This shows that

(5.1) Erank α−1
n [α] ∩ Erank β−1

n [β] 6= ∅.

If i = 1, then α1 = α so that α ∈ Erank β−1
n [β]. We now assume that i > 1 and, to apply

induction, we distinguish the inner, rank 1, parentheses as new letters, namely with the extended

11



ordering [[ < x < ]] (x ∈ X) so that, under this interpretation, α and β can be viewed as ω-words

ᾱ and β̄, respectively, over the enlarged alphabet X ∪ {[[, ]]}. Note that ᾱ and β̄ are ω-words in

normal form, 1 ≤ rank ᾱ = rankα − 1 ≤ rankβ − 1 = rank β̄, µ[ᾱ] = µ[α], and µ[β̄] = µ[β], while

Ln[ᾱ]∩Ln[β̄] 6= ∅ by (5.1). By the induction hypothesis, we deduce that ᾱ ∈ E∗
n[β̄] and, therefore,

that α ∈ E∗
n[β], which completes the induction step and the proof of the lemma. �

By raising the lower bound for the integer n, we can present a more precise result.

Theorem 5.3. Let α and β be two ω-words in normal form and let n > max{|α|, |β|, µ[α], µ[β]}.

If Ln[α] ∩ Ln[β] 6= ∅, then α = β.

Proof. Suppose that rankα ≤ rankβ, so that, by Lemma 5.2, α ∈ E∗
n[β]. If rankβ > rankα, it

follows that |α| ≥ n, which contradicts the assumption on n. Hence we must have rankβ = rankα

and so α = β. �

For a subset L of ΩXS, denote its topological closure in ΩXS by cl(L). If L ⊆ X+, then the

closure of L in ΩXA is pA

(

cl(L)
)

which will be denoted by clA(L). Combining Theorems 5.1 and 5.3,

we obtain a new proof of uniqueness of McCammond’s normal form for elements of Ωω
XA.

Corollary 5.4 (McCammond’s solution of the ω-word problem over A [23]). If α and β are ω-words

in normal form which define the same implicit operation over A, then α = β.

Proof. Let n be any integer greater than max{|α|, |β|, µ[α], µ[β]}. By Theorem 5.3, it suffices to

show that Ln[α] ∩ Ln[β] 6= ∅. Suppose to the contrary that the intersection is empty. Since Ln[α]

and Ln[β] are star-free languages by Theorem 5.1, their closures in ΩXA, which are respectively

clA(Ln[α]) and clA(Ln[β]), are clopen subsets and therefore they are also disjoint. Since the latter

sets contain respectively ǫ[α] and ǫ[β], it follows that ǫ[α] 6= ǫ[β], that is α and β define different

implicit operations over A, and this proves the corollary. �

Given an ω-implicit operation w ∈ Ωω
XA, the unique ω-word in normal form that represents it

will be called the normal form representation or simply the normal form of w. For instance, if

a, b ∈ X are such that a < b, then

• (a)ab(b) is the normal form of (a)(b) and of a(a5)a(a2)b8(b);

• b(ab)abaa(a)aaab(aab) is the normal form of (ba)(a)ba(aba)ab;

• ((a)ab(b)ba)(a)ab(b) is the normal form of ((a)(b)).

6. Star-freeness of the languages Ln[α]

This section is dedicated to the proof that the languages Ln[α] are star-free when α is an ω-word

in normal form and n > µ[α].

We say that an ω-word α is in circular normal form if either:

• α is a word;

• α is an ω-word of positive rank of the form α = (δ1)γ1 · · · (δr)γr, where each δi and each γi is

an ω-word of smaller rank, such that each ω-word (δk)γk(δk+1) with k ∈ {1, . . . , r} is in normal

form, where we let γr+1 = γ1.

12



A consequence of Lemma 3.3, is that the property of being in circular normal form is preserved

by expansions.

Lemma 6.1. Let α be an ω-word in circular normal form and let w ∈ En[α]. Then w is also in

circular normal form.

Proof. If α is a word, then w = α is certainly in circular normal form. Otherwise α and w are of

the form α = (δ1)γ1 · · · (δr)γr and w = δn1

1 γ1 · · · δ
nr
r γr with each nk ≥ n. Note that, according to

Lemma 3.2 (a), w2 ∈ Ln[α]2 = Ln[α2]. By Lemma 3.3, applied to the crucial portions (δk)γk(δk+1)

of α2, we conclude that each factor δnk

k γkδ
nk+1

k+1 is in normal form. Now, each crucial portion of w2

is a crucial portion of some factor of the form δnk

k γkδ
nk+1

k+1 and, therefore it is in normal form. Hence

w is in circular normal form. �

We now prove that if an expansion of an ω-word of rank 1 α in circular normal form has an ℓth

root z, then α itself admits an ℓth root ᾱ and z is an expansion of ᾱ.

Lemma 6.2. Let α be an ω-word of rank 1 in circular normal form and let n ≥ µ[α]. If zℓ ∈ Ln[α]

then there exists an ω-word of rank 1 in circular normal form ᾱ such that α = ᾱℓ and z ∈ Ln[ᾱ].

Proof. Let α = (v1)u1 · · · (vr)ur be a circular normal form expression for α and let w = zℓ. Then

there is a factorization of the form w = vn1

1 u1 · · · v
nr
r ur, with n1, . . . , nr ≥ n. By hypothesis, each

ui is neither a prefix of a power of vi nor a suffix of a power of vi+1.

If ℓ = 1 then we can just take ᾱ = α and there is nothing to prove, and so we assume that ℓ > 1.

We start by eliminating the cases in which the word z is a prefix of a power of v1.

Case 1: z ≺ v1. If v1 = zk is a power of z, then k ≥ 2 and we set t = z. Otherwise, let t be the

prefix of z defined by the overlap between z and v1 in the following picture:

.
..........

...
............ ........... ...........

............
.............
.
..........

...
............ ........... ...........

............
.............
.
..........

...
............ ........... ...........

............
.............

z z z
· · ·

.
..........

...
............ ........... ...........

............
.............
.
..........

...
............ ........... ...........

............
.............
.
..........

...
............ ........... ...........

............
.............

z z z
· · ·

.
.................................................

................................................
............................................... .............................................. .............................................. ...............................................

......................................
..........

............................
.....................

.
.................................................

................................................
............................................... .............................................. .............................................. ...............................................

......................................
..........

............................
.....................

v1 v1
. . .t

Since z ≺ v1, it follows that t is both a proper suffix and a proper prefix of v1, which is in

contradiction with the assumption on α, which implies that each vi is a Lyndon word.

Case 2: z = vk
1 . Since w admits a factorization of the form w = vn1

1 u1w
′, it follows that

u1w
′ = vkℓ−n1

1 and, therefore, u1 is a prefix of a power of v1, which is in contradiction with the

hypothesis on α.

Case 3: vk−1
1 ≺ z ≺ vk

1 for some k ≥ 2. Let t be the prefix of z defined by the overlap between

z and v1 in the following picture:

.
.............
............
........... ........... ............

..........
...
.
.............
............
........... ........... ............

..........
...
.
.............
............
........... ........... ............

..........
...

v1 v1 v1
· · · .

.............
............
........... ........... ............

..........
...
.
.............
............
........... ........... ............

..........
...
.
.............
............
........... ........... ............

..........
...

v1 v1 v1
· · ·.

..........................
....................

....................................
.........

............................................. ............................................. ............................................. ...............................................
.................................................

..................................................

.
..........................

....................

....................................
.........

............................................. ............................................. ............................................. ...............................................
.................................................

..................................................

z z
. . .

t

Note that, since v1 is a prefix of z, t is both a proper prefix and a proper suffix of v1. Since v1 is a

Lyndon word, it cannot admit such a border. Hence Case 3 does not occur.

The above shows that vn1

1 ≺ z and that z is not a prefix of any power of v1. In particular,

|z| > n ≥ µ[α] > |ur|. It follows that, for every i ∈ {1, . . . , ℓ− 1} there exists mi ∈ {2, . . . , r} such
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that

(6.1) |vn1

1 u1 · · · v
nmi−1

mi−1 | ≤ |zi| < |vn1

1 u1 · · · v
nmi−1

mi−1 umi−1v
nmi
mi |.

Taking into account that vn
1 ≺ z, and applying Lemma 4.3 with s = zi, we conclude that v1 = vmi

.

Moreover, by Lemma 4.4, we deduce that v1 = vmi
, u1 = umi

and v2 = vmi+1. Inductively, it

follows that vj = vmi+j−1, uj = umi+j−1 and vj+1 = vmi+j for all j ≤ r − mi. By considering

w2 ∈ Ln[α2], where α2 is in circular normal form, we may also apply Lemma 4.4 to establish that

umi−1 = ur. Hence the word ᾱ = (v1)u1 · · · (vm1−1)um1−1 is a period of the word α. Moreover,

z ∈ Ln(ᾱ) by Lemma 4.4, which completes the proof. �

We will call primitive an ω-word which is primitive when represented as a parenthesized word.

An immediate consequence of Lemma 6.2 is the following observation.

Corollary 6.3. Let α be an ω-word of rank 1 in circular normal form and let n ≥ µ[α]. If α is

primitive and w ∈ Ln[α] then w is also primitive. �

The next result may be regarded as a sort of analog of Corollary 6.3 for ω-words of larger rank.

Corollary 6.4. Let α be an ω-word of rank i ≥ 1 in circular normal form and let n ≥ µ[α]. If α

is primitive and w ∈ En[α], then w is also primitive.

Proof. We distinguish two types of parentheses in the ω-word α: write (, ) for the parentheses

corresponding to the outmost ω-powers of rank i and [[, ]] for the remaining parentheses. Consider

the alphabet Y = X ∪ {[[, ]]}, with the extended ordering [[ ≤ x ≤ ]] (x ∈ X). Then w may be

viewed as a word wY over Y and α as an ω-word of rank 1 αY over the same alphabet such that

wY ∈ Ln[α]. Moreover µ[wY ] = µ[w] and it is clear by McCammond’s definition of rank i normal

form that αY is a primitive ω-word in circular normal form (over Y ), whence αY and wY satisfy

the hypotheses of Corollary 6.3. To conclude the proof, it suffices to invoke Corollary 6.3. �

Iterating the application of Corollary 6.4, we obtain the following extension of Corollary 6.3 to

ω-words of any rank.

Proposition 6.5. Let α be an ω-word of rank i ≥ 1 in circular normal form and let n ≥ µ[α]. If

α is a primitive ω-word and w ∈ Ln[α] then w is a primitive word.

Proof. Let α = (v1)u1 · · · (vr)ur be a circular normal form expression for α. We proceed by induction

on i. The case i = 1 is given by Corollary 6.3. Assume next that i > 1 and that the result holds for

ω-words of rank i−1. By definition of Ln[α], there is an ω-word α′ of the form α′ = vn1

1 u1 · · · v
nr
r ur,

with n1, . . . , nr ≥ n, such that w ∈ Ln[α′]. By Corollary 6.4, α′ is a primitive ω-word. Moreover,

note that µ[α′] ≤ µ[α], by Lemma 3.5, and that, by Lemma 3.3, α′ is in circular normal form.

Hence, by induction hypothesis, w is primitive, which completes the induction step. �

The following result generalizes Lemma 6.2 in case α is a primitive ω-word.

Lemma 6.6. Let α be a primitive ω-word of rank i ≥ 0 in circular normal form and let n ≥ µ[α].

If zℓ ∈ Ln[α]k then z ∈ Ln[α]m for some m such that 1 ≤ m ≤ k.
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Proof. Note that we may as well assume that z is a primitive word. Recall that the equality

Ln[α]k = Ln[αk] holds by Lemma 3.2(c). To prove the lemma, we proceed by induction on i =

rankα.

In case i = 0, α is a primitive word and Ln[α] = {α}. Since z is also assumed to be primitive,

zℓ = αk is a power of the two primitive words z and α. By Fine and Wilf’s Theorem it follows

that z = α and so we must take m = 1. So we may assume that i ≥ 1 and that the result holds for

ω-words of rank less than i.

Since zℓ ∈ Ln[αk] = En[Erank α−1
n [αk]], there is some ω-word α′ ∈ Erank α−1

n [αk] of rank 1 such

that zℓ ∈ En[α′] = Ln[α′]. By Lemma 6.1, α′ is in circular normal form. By Lemma 6.2, there exists

an ω-word β of rank 1 such that z ∈ Ln[β] and α′ = βℓ. In particular, we have βℓ ∈ Erank α−1
n [αk].

Consider first the case where i = 1. Then βℓ ∈ Erank α−1
n [αk] means simply that βℓ = αk. Since

α is primitive, it follows that β = αm, for some m. Hence z ∈ Ln[β] = Ln[α]m, thus completing

the proof in case i = 1. From hereon, we assume that i > 1.

For a word w ∈ UX , let ŵ be the word which is obtained by replacing all the subexpressions
JA: this is written

rather different style

the usual encoding

perhaps it would b

to isolate the prop

the encoding in a separate

lemma.

of the form (z), where z ∈ X+, by [[z]]. Let Y = X ∪ {[[, ]]} and note that the correspondence

w 7→ ŵ is an isomorphism from UX onto UY which sends circular normal forms to circular normal

forms. Hence we have β̂ℓ ∈ Ln[α̂k]. Since rank α̂ = rankα − 1 ≥ 1, note that the definition of µ

implies that n ≥ µ[α] = µ[α̂]. By the induction hypothesis, it follows that there exists m such that

1 ≤ m ≤ k and β̂ ∈ Ln[α̂m]. Since w 7→ ŵ is invertible, we deduce that β ∈ Erank α−1
n [αm]. Hence,

we have z ∈ Ln[β] = En[α] ⊆ Erank α
n [αm] = Ln[αm]. �

We say that an ω-word α is in quasi-normal form if one of the following conditions holds:

• α is a word;

• α is of rank 1, there is an ω-word factorization of the form α = γ0δ
k
1 (δ1)γ1(δ2) · · · (δr−1)γr−1(δr)δ

ℓ
rγr

such that γ0(δ1)γ1(δ2) · · · (δr−1)γr−1(δr)γr is in normal form;

• rankα > 1 and there is an ω-word factorization α = γ0(δ1)γ1 · · · (δr)γr such that γ0δ
2
1γ1 · · · δ

2
rγr

is in quasi-normal form.

Note that, if γ0(δ1)γ1 · · · (δr)γr is in normal form then each of the ω-words γi and δj is in quasi-

normal form. This follows easily from condition (c) on the definition of normal form. Also, if α is

in circular normal form, then α is in quasi-normal form.

The next lemma is a key result to our objectives. It presents a sort of factorization scheme, for

an ω-word α in quasi-normal form, induced by factorizations of elements of Ln[α].

Lemma 6.7. Let α be an ω-word of rank i in quasi-normal form, n ≥ µ[α], and m = ⌊n
2 ⌋. Then

there exists a finite set Pα,n of pairs of ω-words and a function πα,n associating to each pair of

words (w1, w2), with w1w2 ∈ Ln[α], an element (ᾱ1, ᾱ2) of Pα,n such that the following conditions

hold:

(a) wk ∈ Lm[ᾱk] and |ᾱk| ≤ (i+ 1) · |α| · (m+ 1) (k = 1, 2);

(b) each ᾱk is in quasi-normal form;

(c) it is possible to apply McCammond’s expansions of types 3 and 4 to α to obtain the ω-word

ᾱ1ᾱ2;
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(d) if two factorizations w1w2, w
′
1w

′
2 ∈ Ln[α] are such that πα,n(w1, w2) = πα,n(w′

1, w
′
2), then the

crossed products w1w
′
2, w

′
1w2 belong to Ln[α] and πα,n(w1, w2) = πα,n(w′

1, w2) = πα,n(w1, w
′
2).

Proof. We proceed by induction on i, the case i = 0 being obvious. Suppose that i ≥ 1 and the

result holds for ω-words of rank less than i. Write α = γ0(δ1)γ1 · · · (δr)γr, where the crucial portions

(δj)γj(δj+1) are in normal form. Let w1, w2 be words such that w1w2 ∈ Ln[α]. By Lemma 3.2, there

exist integers n1, . . . , nr ≥ n and words vj,h ∈ Ln[δj ], uj ∈ Ln[γj ] such that w1w2 = u0v
′
1u1 · · · v

′
rur,

where v′j = vj,1 · · · vj,nj
. We distinguish two cases according to where w1 ends in the second

expression.

Suppose that w1 = u0v
′
1u1 · · · v

′
ℓ−1uℓ−1v

′
ℓz1, uℓ = z1z2, w2 = z2v

′
ℓ+1uℓ+1 · · · v

′
rur. Then, by

the induction hypothesis, applied to the relation z1z2 ∈ Ln[γℓ], we conclude that there is a pair

(γ̄ℓ,1, γ̄ℓ,2) = πγℓ,n(z1, z2) ∈ Pγℓ,n. It suffices to take

ᾱ1 = γ0(δ1)γ1 · · · (δℓ−1)γℓ−1(δℓ)γ̄ℓ,1 and ᾱ2 = γ̄ℓ,2(δℓ+1)γℓ+1 · · · (δr)γr

for it is easy to check that |ᾱk| ≤ i·|α|·(m+1) while, by Lemma 3.2(c), wk ∈ Lm[ᾱk] for k = 1, 2. We

put πα,n(w1, w2) = (ᾱ1, ᾱ2) in Pα,n and we observe that condition (d) holds for every additional pair

(w′
1, w

′
2) of words. Indeed, if such pair verifies the hypotheses of condition (d), then w′

1w
′
2 ∈ Ln[α]included this blue para-

to explain the ob-

ation. However, to

que Lemma 4.4 (is

necessary?) I had to

the value of n,

in my opinion is not

problem. (JC)

I understand what

going on, this is OK,

the argument is rather

y!

and w′
1 ∈ Lm[ᾱ1]. Therefore, we deduce from Lemma 4.4 that w′

1 ends in the factor of w′
1w

′
2 which

corresponds to γℓ (as it happens with w1 in w1w2), and the observation follows from the induction

hypothesis. Finally, note that conditions (b) and (c) are immediate consequences of the hypothesis

that the corresponding conditions hold for γℓ.

Suppose next that there are factorizations w1 = u0v
′
1u1 · · · v

′
ℓ−1uℓ−1vℓ,1 · · · vℓ,pz1, vℓ,p+1 = z1z2,

w2 = z2vℓ,p+2 · · · vℓ,nℓ
uℓv

′
ℓ+1uℓ+1 · · · v

′
rur. By the induction hypothesis applied to the relation z1z2 ∈

Ln[δℓ], we conclude that there is a pair (δ̄ℓ,1, δ̄ℓ,2) = πδℓ,n(z1, z2) ∈ Pδℓ,n. We let

ᾱ1 = γ0(δ1)γ1 · · · (δℓ−1)γℓ−1δ
p̄
ℓ δ̄ℓ,1 and ᾱ2 = δ̄ℓ,2δ

q̄
ℓγℓ(δℓ+1)γℓ+1 · · · (δr)γr,

where p̄ = p if p < m and δp̄
ℓ = (δℓ) otherwise, and similarly for q̄ and δq̄

ℓ , where q = nℓ−p−1. Note

that, since p+ q + 1 ≥ n, we cannot have both p, q < m and so at least one of the ω-words δp̄
ℓ and

δq̄
ℓ is equal to (δℓ). Hence ᾱ1ᾱ2 can be obtained from α by applying expansions of types 3 and 4.

We can also easily check that |ᾱk| ≤ (i + 1) · |α| · (m + 1) while, by Lemma 3.2(c), wk ∈ Lm[ᾱk]

for k = 1, 2. We put (ᾱ1, ᾱ2) = πα,n(w1, w2) in Pα,n and we note that condition (d) holds for

every additional pair (w′
1, w

′
2) of words. Finally, note that conditions (b) and (c) are immediate

consequences of the hypothesis that the corresponding conditions hold for δℓ.

To conclude the proof of the lemma it suffices to notice that, since each Pγℓ,n and Pδℓ,n is finite

by hypothesis and p̄ and q̄ can only take a finite number of values, Pα,n is finite. �

In the situation of the last but one paragraph of the proof of the preceding lemma, we say that the

factorization w1w2 of an element of Ln[α] induces a cut of α at maximal rank. More generally, we

say that πv,n(w1, w2) is the cut induced by the factorization w1w2 of an element of Ln[α]. Moreover,

in the notation of the proof of Lemma 6.7, we say that the cut takes place at γℓ or at δℓ according

to whether the first or the second situations in that proof hold.

With the help of Lemma 6.7, we can establish the following important property of the languages

Ln[α] for primitive ω-words α. In its proof, we apply in both directions Schützenberger’s Theorem
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[27], stating that a language is star-free if and only if its syntactic semigroup is finite and satisfies

the pseudoidentity xω+1 = xω.

Lemma 6.8. Let α be a primitive ω-word in circular normal form and let n ≥ µ[α]. If Ln[α] is a

star-free language, then so is Ln[α]∗.

Proof. Let M be an integer such that the syntactic semigroup of Ln[α] satisfies the identity xM =

xM+1 and let K be a positive integer to be identified later. Let N > MK be an integer and

suppose that x, y, z are words such that xyNz ∈ Ln[α]∗. The result follows from the claim that, for

sufficiently large K, depending only on α and n, xyN+1z belongs to Ln[α]∗.

To prove the claim, we start with a factorization xyNz = w1 · · ·wm where each wj ∈ Ln[α].

Consider each product of M consecutive y’s within the factor yN . If at least one of the factors

appears completely within one of the wj, then we have a factorization wj = x′yMz′ as indicated

in Figure 4. In particular, the word x′yMz′ belongs to the star-free language Ln[α]. By the choice

w1

· · ·

wj−1 wj wj+1

· · ·

wm

yM

xyp
yN−M−pz

x′ z′

Figure 4. Case where some yM falls within some wj

of M , we deduce that w′
j = x′yM+1z′ ∈ Ln[α]. Hence, for p as in Figure 4,

xyN+1z = xyp · yM+1 · yN−M−pz = w1 · · ·wj−1w
′
jwj+1 · · ·wm

is again a word from Ln[α]m, independently of the value of K ≥ 1.

We may therefore assume that no factor yM appears completely within some factor wj . Thus,

the first K < N/M consecutive factors yM which form a prefix of yN as well as the product

yN−KMz, each starts in a different wj, say in wj1 , . . . , wjK+1
, with j1 < · · · < jK+1. This determines

factorizations

wjs = wjs,1wjs,2(6.2)

yM = wjs,2xswjs+1,1 (s = 1, . . . ,K)(6.3)

x = x′wj1,1

yN−KMz = wjK+1,2z
′

where each xs, x
′, and z′ is a word from Ln[α]∗, as represented in Figure 5.

Let Pα,n and πα,n be as in Lemma 6.7 and choose K to be |Pα,n|+1. By the pigeonhole principle,

there exist two indices p, q such that 1 ≤ p < q ≤ K and the pairs (wjp,1, wjp,2) and (wjq,1, wjq ,2)

have the same image under πα,n. By property (d) of Lemma 6.7, we deduce that wjq,1wjp,2 belongs

to Ln[α]. Hence the word

wjp+1,1y
M(q−p−2)wjq−1,2xq−1wjq,1 · wjp,2xp = wjp+1,1y

M(q−p−1)wjp,2xp = (wjp+1,1wjp,2xp)
q−p
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. . .
w1

· · ·

x′
wj1 x1 wj2 wjK xK

wjK+1

· · ·
wm

z′

x yM yM yN−KMz

wj1,1 wj1,2 wj2,1 wj2,2 wjK ,1 wjK ,2 wjK+1,1 wjK+1,2

Figure 5. Case where each yM overlaps several wj

belongs to Ln[α]∗ where, for the second equality, we use the factorization (6.3) with s = p for each

yM . Now, wjp+1,1wjp,2xp is a conjugate of yM again by (6.3) and, therefore, it is of the form tM ,

where t is a conjugate of y. By Lemma 6.6, t belongs to Ln[α]∗. On the other hand, note that

xyNz = x′wj1x1 · · ·wjp−1
xp−1wjpxp · wjp+1

xp+1 · · ·wjK
xKwjK+1

z′

xyN+1z = x′wj1x1 · · ·wjp−1
xp−1wjpxp · t · wjp+1

xp+1 · · ·wjK
xKwjK+1

z′

where each of the factors separated by the ·’s belongs to Ln[α]∗. Hence xyN+1z ∈ Ln[α]∗. �

We are now ready to complete the proof of aperiodicity of the languages Ln[α] with α in normal

form and n ≥ µ[α].

Proof of Theorem 5.1. Let i = rankα. If i = 0, then Ln[α] = {α} is certainly a star-free

language. We will therefore assume that i ≥ 1. Let α = γ0(δ1)γ1 · · · (δr)γr be the normal form

expression of α.

We claim that each of the languages Ln[γ0], Ln[δj ] and Ln[δjγj] (j = 1, . . . , r) is star-free. It will

then follow, by Lemma 6.8, Lemma 3.2(c), and since the set of star-free languages is closed under

concatenation, that each language Ln[(δj)γj ] = Ln[δj ]
∗Ln[δj ]

n−1Ln[δjγj] is also star-free. Taking

also into account Lemma 3.2(d), we conclude that the product

Ln[α] = Ln[γ0]Ln[(δ1)γ1] · · ·Ln[(δr)γr]

is star-free, as stated in the theorem.

To prove the claim, we proceed by induction on i ≥ 1. The case i = 1 is immediate since then

all the γj and δj are words in X∗. Suppose that i ≥ 2 and assume inductively that the claim holds

for ω-words of rank less than i. Consider the ω-word

α′ = γ0δ1δ1γ1 · · · δrδrγr.

By Lemma 3.3, α′ is in normal form. By Lemma 3.5, since rankα > 1 and α′ ∈ E2[α], we have

µ[α] ≥ µ[α′]. Hence n ≥ µ[α′] and we may apply the induction hypothesis to the ω-word α′ of rank

i − 1 ≥ 1. Since α is in normal form and the ω-words δj are Lyndon words of positive rank, the

first letter of each δj is the opening parenthesis of an ω-subword of highest (and positive) rank.

Hence, if α′ = u0(v1)u1 · · · (vs)us is the normal form expression of α′, then each factor γ0, δj , δjγj

(j = 1, . . . , r) must be a product of some of the factors u0, (vk), (vk)uk (k = 1, . . . , s). By the

induction hypothesis, each of the languages Ln[u0], Ln[vk], and Ln[vkuk] (k = 1, . . . , s) is star-free.

By the above argument, it follows that so are the languages Ln[u0], Ln[(vk)], and Ln[(vk)uk] (k =

1, . . . , s). Finally, by Lemma 3.2(c), we deduce that each of the languages Ln[γ0], Ln[δj ], Ln[δjγj ]
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(j = 1, . . . , r) is star-free, thus proving the induction step. This proves the claim and completes

the proof of Theorem 5.1. �

We do not know whether the bound n ≥ µ[α] is optimal but we do know that some bound is

required, that is that Ln[α] may not be star-free for α in normal form. An example is obtained by

taking α = ((a)ab(b)a2b2), where a and b are letters. Then L1[α] ∩ [a2b2]∗ = [a2b2a2b2]+ so that

L1[α] is not star-free since [a2b2]∗ is star-free and [a2b2a2b2]+ is not.

7. Factors of ω-words over A

In this section we present further properties of the languages Ln[α] and derive some applications.

The main result of this section is that every factor of an ω-implicit operation in ΩXA is also an

ω-implicit operation.

For a finite semigroup S let ind(S) be the smallest ℓ ≥ 1 such that, for some k ≥ 1 and every

s ∈ S, sℓ+k = sℓ. Equivalently, ind(S) is the minimum positive integer ℓ such that S satisfies the

pseudoidentity xω+ℓ = xℓ. We begin by proving that finite aperiodic semigroups do not separate

an ω-word from its expansions of sufficiently large exponent.

Proposition 7.1. Let u ∈ UX be an ω-word and S ∈ A. If n ≥ ind(S) and ϕ : ΩXS → S is

a continuous homomorphism, then |ϕ(Ln[u])| = 1. In particular, if n ≥ |S| and w ∈ Ln[u], then

S |= ǫ[u] = w.

Proof. Since n ≥ ind(S), for every m ≥ n, S satisfies the identity xm = xn. Hence, for every

word w ∈ Ln[u], ϕ(w) = ϕ(u′), where u′ is the word which is obtained from u by replacing all

occurrences of the ω exponent by n. For the second part of the statement of the proposition, it

suffices to observe that ind(S) ≤ |S|. �

The following consequence of Proposition 7.1 will be useful.

Corollary 7.2. If u ∈ UX is an arbitrary ω-word, then

pA

(

⋂

n

cl(Ln[u])
)

= {ǫ[u]} =
⋂

n

pA

(

cl(Ln[u])
)

.

Proof. Denote by ∂ the unique homomorphism of ω-semigroups UX → ΩXS extending the identity

mapping on X so that ǫ = pA ◦ ∂. First note that, since ∂[u] ∈ cl(Ln[u]) for every n, certainly

{ǫ[u]} ⊆ pA

(

⋂

n

cl(Ln[u])
)

⊆
⋂

n

pA

(

cl(Ln[u])
)

.

Let v ∈
⋂

n pA

(

cl(Ln[u])
)

. For a continuous homomorphism ψ : ΩXA → S onto a finite aperiodic

semigroup S, let ϕ = ψ ◦ pA and choose any n ≥ ind(S). Then

ψ(v) ∈ ϕ
(

cl(Ln[u])
)

= ϕ(Ln[u]) = {ϕ(∂[u])}

where the first equality follows from the continuity of ϕ and the finiteness of S, and the second

equality is a consequence of Proposition 7.1. Since ΩXA is residually in A, it follows that v =

ǫ[u]. �

We also have the following somewhat more precise result for ω-words in normal form.
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Theorem 7.3. Let w ∈ Ωω
XA and let α be the normal form representation of w. Then

p−1
A

(w) =
⋂

n

cl(Ln[α]).

Proof. The inclusion
⋂

n cl(Ln[α]) ⊆ p−1
A

(w) follows from Corollary 7.2. For the reverse inclusion,

assuming that v ∈ ΩXS is such that pA(v) = w, we have pA(v) ∈ pA

(

cl(Ln[α])
)

for all n. Let

(vn)n be a sequence of words converging to v in ΩXS. Then lim vn = w in ΩXA and so, since by

Theorem 5.1, the set pA

(

cl(Ln[α])
)

is open and contains w, by taking a suitable subsequence we

may assume that vn ∈ pA

(

cl(Ln[α])
)

∩ X+ = Ln[α]. Since (Ln[α])n is a decreasing sequence of

languages, it follows that v ∈ cl(Ln[α]) for all n. �

We now prove the announced main result of this section which does not apparently follow easily

from McCammond’s results.

Theorem 7.4. If v ∈ Ωω
XA and u ∈ ΩXA is a factor of v, then u ∈ Ωω

XA.

Proof. By symmetry, it suffices to prove the result when u is a prefix of v, that is, when there

exists w ∈ ΩXA such that uw = v. Let α be the normal form representation of v. We proceed

by induction on rankα. We assume inductively that the result holds for all elements of Ωω
XA with

rank strictly smaller than rankα.

Since, by Theorem 5.1, Ln[α] is a star-free language for every n ≥ µ[α], its closure clA(Ln[α]) is

an open subset of ΩXA. Hence, there exist sequences (um)m and (wm)m converging respectively to

u and w such that unwn ∈ Ln[α].

As an ω-word, α admits a unique factorization in UX of the form α = x0x1x2 · · · x2p−1x2p where

each x2i is a finite word and each x2i−1 is an ω-word of the form x2i−1 = (y2i−1). Note that we

include here the case where α is a word, for which p = 0. Since α is in normal form, each y2i−1 is an

ω-word of rank less than rankα (although not necessarily of rankα−1). In view of Lemma 3.2 and

each relation unwn ∈ Ln[α], there is a “cutting” index cn ∈ {0, . . . , 2p} and there are factorizations

un = u′nu
′′
n and wn = w′

nw
′′
n such that

u′n ∈ Ln[x0 · · · xcn−1], u
′′
nw

′
n ∈ Ln[xcn ], w′′

n ∈ Ln[xcn+1 · · · x2p].

Since the number of possible cutting indices depends only on α and not on n, there is a strictly

increasing sequence of indices (nk)k whose corresponding cutting indices are all equal to a certain

fixed c. By compactness of ΩXA, one may further assume that the sequences (u′nk
)k, (u′′nk

)k, (w′
nk

)k,

and (w′′
nk

)k converge, say respectively to u′, u′′, w′, w′′. By continuity of multiplication, and since

(Ln[β])n is a decreasing sequence of languages for every ω-word β, it follows that

u′ ∈
⋂

n

clA(Ln[x0 · · · xc−1]), u
′′w′ ∈

⋂

n

clA(Ln[xc]), w
′′ ∈

⋂

n

clA(Ln[xc+1 · · · x2p]).

By Corollary 7.2, the preceding intersections are reduced respectively to the ω-words x0 · · · xc−1,

xc, and xc+1 · · · x2p. Hence u′, w′′ ∈ Ωω
XA and u′′w′ = ǫ[xc]. If c is even, then u′′ is a prefix of the

word xc and hence u = u′u′′ ∈ Ωω
XA, as required. Hence we may as well assume that α is of the

form α = (y).

By Lemma 3.2(e), we have Ln[α] = Ln[yn]Ln[y]∗. Thus, in view of the relation unwn ∈ Ln[α],

there exist factorizations un = u′nu
′′
n and wn = w′

nw
′′
n such that u′n ∈ Ln[yrn ], u′′nw

′
n ∈ Ln[y], and
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w′′
n ∈ Ln[ysn ], with rn + sn + 1 ≥ n. If there is a strictly increasing sequence of indices (nk)k such

that rnk
= r is constant, then we may assume that the sequences (u′nk

)k, (u′′nk
)k, (w′

nk
)k, and (w′′

nk
)k

converge, say respectively to u′, u′′, w′, w′′. As above, it follows that u′, w′′ ∈ Ωω
XA and u′′w′ = ǫ[y].

Since rank y < rankα, the induction hypothesis then implies that u′′ is an ω-word and, therefore

so is u = u′u′′.

Hence we may assume that rn → ∞ as n→ ∞. This implies that yrn → (y) in Ωω
XA. Assuming

again that (u′nk
)k, (u′′nk

)k, (w′
nk

)k, and (w′′
nk

)k converge respectively to u′, u′′, w′, w′′, we conclude

that u′ = ǫ[(y)] ∈ Ωω
XA and u′′w′ = ǫ[y]. Invoking once more the induction hypothesis as above,

the induction step is finally achieved, which proves the theorem. �

Some applications of Theorem 7.4 can be found in [6]. It plays, in particular, an important role

in establishing the main result of that paper, namely a characterization of pseudowords over A

which are given by ω-words. Other applications of Theorem 7.4 and of properties of the languages

Ln[α], such as an algorithm to compute the closure clA(L) of a rational language L, will appear in

a paper which is under preparation [7].
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