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#### Abstract

This paper revisits the normal forms introduced by J. McCammond to solve the word problem for $\omega$-words over the pseudovariety $A$ of aperiodic semigroups. The proof of the uniqueness of these normal forms for $\omega$-words, given by McCammond, is based on his solution of the word problem for certain Burnside semigroups. In this paper, we describe a new proof of correctness of McCammond's algorithm which is based on properties of certain languages associated with the normal forms. This method leads to several new applications beyond $\omega$-words.
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## 1. Introduction

An $\omega$-term is a formal expression obtained from letters of an alphabet $X$ using the operations of concatenation and $\omega$-power. These expressions naturally define implicit operations on finite semigroups $S$ : the concatenation is viewed as the semigroup multiplication while the $\omega$-power is interpreted as the unary operation which sends each element of $S$ to its unique idempotent power. An implicit operation defined by an $\omega$-term in the elements of a pseudovariety of semigroups V is called an $\omega$-implicit operation over V . The $\omega$-semigroup formed by these implicit operations, denoted by $\Omega_{X}^{\omega} \mathrm{V}$, is the V -free $\omega$-semigroup generated by $X$.

The $\omega$-word problem for a pseudovariety V is the problem of determining whether two $\omega$-terms represent the same operation on the elements of V , that is, is the word problem for $\Omega_{X}^{\omega} \mathrm{V}$. This problem has received some attention lately. The case of the pseudovariety J of all $\mathcal{J}$-trivial semigroups, solved by the first author in [1], constitutes a classical example. Another remarkable example,
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achieved by McCammond [23] and which plays an important role in the Krohn-Rhodes complexity problem, is given by the pseudovariety A of all aperiodic semigroups. A much simpler case, obtained by the second author [16], is the one associated with the pseudovariety LSI of local semilattices. More recently, the first and third authors [14] solved the word problem for $\Omega_{X}^{\omega} \mathrm{R}$, where R is the pseudovariety of $\mathcal{R}$-trivial semigroups.

The $\omega$-word problem for a pseudovariety V is an instance of a more general problem: the word problem for $\sigma$-semigroups $\Omega_{X}^{\sigma} \mathrm{V}$, where $\sigma$ is an arbitrary implicit signature (a set of implicit operations containing multiplication). This problem is mainly motivated by recent research [3, 12, 13, 44. 24] that has shown that detailed knowledge of the $\sigma$-semigroups $\Omega_{X}^{\sigma} \mathrm{V}$ yields important information about V . Indeed, through the seminal work of Ash [15] and its generalizations found by the first author and Steinberg [3, 13, 12], an important property that a pseudovariety V may enjoy has emerged: the so-called tameness. Roughly speaking, it serves as a strong form of decidability, entailing that it is decidable whether a finite system of equations with rational constraints over a finite alphabet $X$ admits a solution in every $X$-generated semigroup from V . By a standard compactness argument, the existence of such solutions can be reduced to the existence of solutions in $\bar{\Omega}_{X} \mathrm{~V}$, the pro- V semigroup freely generated by $X$ (i.e., the semigroup of all implicit operations over V on the alphabet $X$ ). Basically, the idea of tameness is to reduce the search of solutions in such a semigroup, which is often uncountable, to a countable subsemigroup, namely a subalgebra $\Omega_{X}^{\sigma} \mathrm{V}$ generated by the same set $X$ with respect to a suitable signature $\sigma$, which turns out to be itself a relatively free algebra. The signature in question should be made up of "natural" operations on profinite semigroups, including the multiplication. Among such operations, the most encountered is the pseudoinversion, or $(\omega-1)$-power. In the group case, this operation is the group inversion and the corresponding countable subsemigroup of the free profinite group is just the free group on the same generating set. In the aperiodic case, the ( $\omega-1$ )-power reduces to the $\omega$-power, in which case an algebra in our signature is simply called an $\omega$-semigroup.

To prove tameness, one must establish that the word problem for the chosen relatively free algebra $\Omega_{X}^{\sigma} \mathrm{V}$ is decidable and, since the existence of solutions of certain systems in the relatively free profinite semigroup must be shown to entail the existence of solutions in the chosen subalgebra, it is important to understand well how the subalgebra fits in the profinite semigroup. For the case of the pseudovariety of all finite groups, a restricted form of tameness was first proved within the framework of semigroup theory [15], but also independently a special case was proved using methods from profinite group theory [25, 26], and later was rediscovered as a model-theoretic result [19, 10, 11.

Unlike the cases of LSI [18, (17] and R [8, 9], tameness of A has not yet been published, but the above mentioned solution of the word problem for $\Omega_{X}^{\omega} \mathrm{A}$, which has been obtained by McCammond in 2001, is a step forward in that direction. McCammond's solution [23] consists in the reduction of arbitrary $\omega$-terms to a certain canonical form. McCammond then goes on to show that different $\omega$-terms in canonical form cannot represent the same implicit operation over A, which he does by invoking his results on free Burnside semigroups [22].

In this paper, we describe an alternative proof of the uniqueness of McCammond's normal forms for $\omega$-terms over A which is independent of the theory of free Burnside semigroups. Our approach
consists in associating to each $\omega$-term $\alpha$ and positive integer $n$ a certain rational language $L_{n}[\alpha]$, whose key property is that, if $\alpha$ is in McCammond normal form and $n$ is large enough then $L_{n}[\alpha]$ is a star-free language. Another crucial step in our proof is the fact that if $\alpha$ and $\beta$ are both $\omega$ terms in normal form and $n$ is sufficiently large such that $L_{n}[\alpha] \cap L_{n}[\beta] \neq \emptyset$, then $\alpha=\beta$. This new approach, and most particularly the star-freeness of the languages $L_{n}[\alpha]$, permits also to obtain new important applications. We show for instance that, over A, every factor of an $\omega$-implicit operation is also an $\omega$-implicit operation. In turn this result is a central piece in [6, whose main result provides a characterization of the implicit operations which are given by $\omega$-terms thus contributing to a deeper understanding of how the $\omega$-subsemigroup generated by a finite alphabet $X$ fits in the free pro-A semigroup on $X$.

The paper is organized as follows. After a section of preliminaries, where we review most of the basic background material including the description of McCammond's normal form, we introduce term expansions and the languages $L_{n}[\alpha]$ in Section 3 and prove some of its basic properties. Section 4 contains some combinatorial lemmas concerning factors of terms of rank 1. In Section 5 we present the main properties of the languages $L_{n}[\alpha]$ and the alternative proof of uniqueness of McCammond's normal forms for $\omega$-terms over A. Section 6 is devoted to establish the star-freeness of the languages $L_{n}[\alpha]$ for $\alpha$ in normal form and $n$ large enough. Finally, we investigate in Section 7 other properties of the languages $L_{n}[\alpha]$ and derive some applications.

## 2. Preliminaries

In this section we briefly recall the basic definitions and results that will be used throughout the paper. The reader is referred to [2, 24] for general background, and to [5] for a quick introduction, about the classical theories of pseudovarieties, rational languages and profinite semigroups. For further details about combinatorics on words see [21].

In the following, $X$ always denotes a finite non-empty set called an alphabet. The free semigroup generated by $X$, viewed as the set of all finite non-empty words in the letters of $X$, is denoted by $X^{+}$. The free monoid on $X$, denoted by $X^{*}$, is obtained from $X^{+}$by adding the empty word. The length of a word $w \in X^{*}$ is denoted by $|w|$. The following result is known as Fine and Wilf's Theorem (see [21]).

Proposition 2.1. Let $u, v \in X^{+}$. If two powers $u^{k}$ and $v^{\ell}$ of $u$ and $v$ have a common prefix of length at least $|u|+|v|-\operatorname{gcd}(|u|,|v|)$, then $u$ and $v$ are powers of the same word.

A primitive word is a word that cannot be written in the form $u^{n}$ with $n>1$. Two words $w$ and $z$ are said to be conjugate if there exist words $u, v \in X^{*}$ such that $w=u v$ and $z=v u$. We notice that, if $w$ is a primitive word and $z$ is a conjugate of $w$, then $z$ is also primitive. Let an order be fixed for the letters of the alphabet $X$. A Lyndon word is a primitive word that is minimal, with respect to the lexicographic ordering, in its conjugacy class. The following proposition (see [21]) gives an alternative definition of Lyndon words.

Proposition 2.2. A word $w \in X^{+}$is a Lyndon word if and only if $w$ is strictly less than any of its proper non-empty suffixes.

A word $v \in X^{*}$ is said to be a border of another word $w \in X^{+}$when $v \neq w$ and $v$ is both a prefix and a suffix of $w$. If a word $w \in X^{+}$admits a non-empty border then $w$ is called bordered, otherwise it is called unbordered. An immediate consequence of Proposition 2.2 is that every Lyndon word is an unbordered word.

Let V be a pseudovariety of semigroups. A pro- V semigroup is a projective limit of elements of V . Equivalently, we may say that a topological semigroup is pro- V if it is compact and residually in V . In particular, all semigroups of V , endowed with the discrete topology, are pro- V . A pro$S$ semigroup, where $S$ is the pseudovariety of all finite semigroups, is also called profinite. The projective limit of all $X$-generated semigroups from V is denoted by $\bar{\Omega}_{X} \mathrm{~V}$. For each mapping $\varphi: X \rightarrow S$ into a pro-V semigroup $S$ there is a unique continuous homomorphism $\bar{\varphi}: \bar{\Omega}_{X} \mathrm{~V} \rightarrow S$ extending $\varphi$, that is $\bar{\Omega}_{X} \vee$ is the pro- V semigroup freely generated by $X$. The elements of $\bar{\Omega}_{X} \vee$ are called pseudowords over V and they are naturally interpreted as ( $X$-ary implicit) operations on pro-V semigroups $S$ : the interpretation of $w \in \bar{\Omega}_{X} \vee$ on $S$ is $w_{S}: S^{X} \rightarrow S$ mapping each function $\varphi \in S^{X}$ to $\bar{\varphi}(w)$. For instance, for $X=\{x, y\}$, the pseudoword $w=x y$ is interpreted as the semigroup multiplication from $S \times S$ into $S$. If $X=\{x\}$, the interpretation of the $\omega$-power $x^{\omega}$ is the mapping which associates each element $s \in S$ to $s^{\omega}$, the unique idempotent of the closed subsemigroup generated by $s$.

Given $u, v \in \bar{\Omega}_{X} S$, we call the formal equality $u=v$ a pseudoidentity. For a profinite semigroup $S$, we then say that $S$ satisfies the pseudoidentity $u=v$, and write $S \models u=v$, when $u_{S}=v_{S}$. A pseudovariety V satisfies a pseudoidentity $u=v$, denoted $\mathrm{V} \models u=v$, if every semigroup from V satisfies $u=v$. Given $u, v \in \bar{\Omega}_{X} \mathrm{~S}$, it is well known that $\mathrm{V} \models u=v$ if and only if $p_{\mathrm{V}}(u)=p_{\mathrm{V}}(v)$, where $p_{\mathrm{V}}: \bar{\Omega}_{X} \mathrm{~S} \rightarrow \bar{\Omega}_{X} \mathrm{~V}$ is the only continuous homomorphism which sends each free generator to itself.

An implicit signature is a set of pseudowords containing the multiplication $x y$. In this paper we will be interested in the signature $\left\{x y, x^{\omega}\right\}$, which will also be denoted $\omega$. Every pro-V semigroup $S$ has a natural structure of an $\omega$-semigroup, via the interpretation of the elements of $\omega$ as operations on $S$. We denote by $\Omega_{X}^{\omega} \vee$ the $\omega$-subsemigroup of $\bar{\Omega}_{X} \vee$ generated by $X$, whose elements are called $\omega$-implicit operations over V . Each $\omega$-implicit operation has a representation by a formal term over $X$ in the signature $\omega$. These terms are called $\omega$-terms and they are obtained from the letters of $X$ using multiplication and $\omega$-power. More conveniently, since we are interested in semigroups, we will consider equivalence classes of $\omega$-terms resulting by collecting together $\omega$-terms that can be obtained from each other by applying the associative law of multiplication. The resulting equivalence classes of $\omega$-terms on a set $X$ are called $\omega$-words. They constitute the unary semigroup $U_{X}$ freely generated by $X$.

We now recall the definition of McCammond's normal form for $\omega$-words. To simplify the notation, McCammond [23] represents $\omega$-words over an alphabet $X$ as correctly parenthesized words in the alphabet $Y=X \cup\{()$,$\} , for which the parentheses are thus viewed as letters. The \omega$-word associated with such a word is obtained by replacing each matching pair of parentheses $(*)$ by $(*)^{\omega}$. Conversely, every $\omega$-word over $X$ determines a unique correctly parenthesized word over $Y$. We define the length of an $\omega$-word $\alpha$ to be the length of the word over $Y$ which it determines, and we denote it $|\alpha|$. From hereon, in the absence of mention to the contrary, we will refer to an $\omega$-word meaning its
associated word over $Y$. Note that the words in the extended alphabet that represent $\omega$-words are precisely those for which, by removing all other letters we obtain a Dyck word. In fact, it is easy to check that the $\omega$-subsemigroup of the free semigroup $Y^{+}$generated by $X$, where the $\omega$-power is interpreted as the operation $w \mapsto(w)$, is freely generated by $X$ as a unary semigroup. Thus, we identify $U_{X}$ with the set of well-parenthesized words over the alphabet $X$. In particular, there is a natural homomorphism of $\omega$-semigroups $\epsilon: U_{X} \rightarrow \Omega_{X}^{\omega} \mathrm{A}$ that fixes each $x \in X$ when we view $X$ as a subset of $U_{X}$ and $\Omega_{X}^{\omega} \mathrm{A}$ in the natural way. To avoid ambiguities in the meaning of the parentheses, we will write $\epsilon[w]$ for the image of $w \in U_{X}$ under $\epsilon$. The elements of $\Omega_{X}^{\omega} \mathrm{A}$ will sometimes be called $\omega$-words.

The $\omega$-word problem for A (over $X$ ), consists in deciding when two elements of $U_{X}$ have the same image under $\epsilon$. This problem was solved by McCammond by showing that it is possible to transform any $\omega$-word into a certain normal form with the same image under $\epsilon$, and by proving that two $\omega$-words in normal form with the same image under $\epsilon$ are necessarily equal. For the description of the normal form, fix a total ordering of the alphabet $X$, and extend it to $Y=X \cup\{()$,$\} by$ letting $(<x<)$ for all $x \in X$. The rank of a word of $Y^{+}$is the maximum number of nested parentheses in it.

McCammond's normal form is defined recursively. The rank 0 normal forms are the words from $X^{+}$. Assuming that rank $i$ normal form terms have been defined, a rank $i+1$ normal form term is a word from $Y^{+}$of the form

$$
\alpha_{0}\left(\beta_{1}\right) \alpha_{1}\left(\beta_{2}\right) \cdots \alpha_{n-1}\left(\beta_{n}\right) \alpha_{n},
$$

where the $\alpha_{j}$ and $\beta_{k}$ are $\omega$-words such that
(a) each $\beta_{k}$ is a Lyndon word of rank $i$;
(b) no intermediate $\alpha_{j}$ is a prefix of a power of $\beta_{j}$ or a suffix of a power of $\beta_{j+1}$;
(c) replacing each subterm $\left(\beta_{k}\right)$ by $\beta_{k} \beta_{k}$, we obtain a rank $i$ normal form $\omega$-word;
(d) at least one of the properties (b) and (c) fails if we remove from $\alpha_{j}$ a prefix $\beta_{j}$ (for $0<j$ ) or a suffix $\beta_{j+1}($ for $j<n)$.
McCammond's procedure of transformation of an arbitrary $\omega$-word into one in normal form consists in applying elementary changes determined by the following rewriting rules:

1. $((\alpha))=(\alpha)$
2. $\left(\alpha^{k}\right)=(\alpha)$
3. $(\alpha)(\alpha)=(\alpha)$
4. $(\alpha) \alpha=(\alpha), \alpha(\alpha)=(\alpha)$
5. $(\alpha \beta) \alpha=\alpha(\beta \alpha)$

If an $\omega$-subword given by the left side of a rule of type $1-4$ is replaced in an $\omega$-word by the right side of the rule, then we say there is a contraction of that type. If the replacement is done in the opposite direction than we say that there is an expansion of that type. For the rules of type 4, we may add an index $L$ or $R$ to indicate on which side of the $\omega$-power the base was added or deleted.

Since all the rules are based on identities of $\omega$-semigroups that are valid in A (in fact, all but those of type 4 are valid in S), it follows that the elementary changes preserve the value of the $\omega$-word under $\epsilon$. Hence McCammond's algorithm does indeed transform an arbitrary $\omega$-word into one in
normal form with the same image under $\epsilon$. We don't describe here McCammond's procedure because usually we will work with $\omega$-words already in normal form (or almost). The reader interested in more details of the algorithm is referred to the original paper [23] or to [6] for a more condensed discription of its steps.

To prove that distinct $\omega$-words in normal form have different images in $\Omega_{X}^{\omega} \mathrm{A}$, McCammond used his solution of the word problem for certain free Burnside semigroups [22]. We have obtained a direct combinatorial proof of the same result, which will be described in Sections 3 to 6 which leads to other applications presented in Section 7

## 3. Word expansions

The main differences between the following definition and McCammond's "rank $i$ expansions" [23. Definition 10.5] are that we require the exponents to be beyond a fixed threshold and we do not require that the $\omega$-words be in normal form.

Definition 3.1 (Word expansions). Let $n$ be a positive integer. For a word $\alpha \in X^{*}$, we let $E_{n}[\alpha]=\{\alpha\}$. For an $\omega$-word

$$
\begin{array}{ll}
\alpha=\gamma_{0}\left(\delta_{1}\right) \gamma_{1} \cdots\left(\delta_{r}\right) \gamma_{r} & \begin{array}{l}
\text { where all the } \gamma_{j} \text { and } \delta_{k} \text { are } \omega \text {-words, the } \delta_{k} \text { have the same } \\
\\
\text { rank } i \text { and all the } \gamma_{j} \text { have rank at most } i,
\end{array}, \tag{3.1}
\end{array}
$$

we let

$$
E_{n}[\alpha]=\left\{\gamma_{0} \delta_{1}^{n_{1}} \gamma_{1} \cdots \delta_{r}^{n_{r}} \gamma_{r}: n_{1}, \ldots, n_{r} \geq n\right\} .
$$

For a set $W$ of $\omega$-words, we let $E_{n}[W]=\bigcup_{\alpha \in W} E_{n}[\alpha]$. For an $\omega$-word $\alpha$ we let

$$
L_{n}[\alpha]=E_{n}^{\operatorname{rank} \alpha}[\alpha],
$$

and, for a set $W$ of $\omega$-words, we let $L_{n}[W]=\bigcup_{\alpha \in W} L_{n}[\alpha]$.
We recall now terminology introduced by McCammond for an $\omega$-word $\alpha$ as in (3.1) that will be used later. The $\omega$-subwords of $\alpha$ of the form $\left(\delta_{j}\right) \gamma_{j}\left(\delta_{j+1}\right)$ are called crucial portions of $\alpha$, whereas the prefix $\gamma_{0}\left(\delta_{1}\right)$ and the suffix $\left(\delta_{r}\right) \gamma_{r}$ are called respectively its initial portion and its final portion.

Lemma 3.2. The following formulas hold:
(a) for $\omega$-words $\alpha$ and $\beta$,

$$
E_{n}[\alpha \beta]= \begin{cases}E_{n}[\alpha] E_{n}[\beta] & \text { if } \operatorname{rank} \alpha=\operatorname{rank} \beta \\ \alpha E_{n}[\beta] & \text { if } \operatorname{rank} \alpha<\operatorname{rank} \beta \\ E_{n}[\alpha] \beta & \text { if } \operatorname{rank} \alpha>\operatorname{rank} \beta\end{cases}
$$

(b) for an $\omega$-word $\alpha, L_{n}[\alpha]=L_{n}\left[E_{n}[\alpha]\right]$;
(c) for sets $U$ and $V$ of $\omega$-words of bounded rank, $L_{n}[U V]=L_{n}[U] L_{n}[V]$.
(d) if $\alpha=\gamma_{0}\left(\delta_{1}\right) \gamma_{1} \cdots\left(\delta_{r}\right) \gamma_{r}$ is a factorization of an $\omega$-word as in (3.1), then

$$
L_{n}[\alpha]=L_{n}\left[\gamma_{0}\right] L_{n}\left[\left(\delta_{1}\right)\right] L_{n}\left[\gamma_{1}\right] \cdots L_{n}\left[\left(\delta_{r}\right)\right] L_{n}\left[\gamma_{r}\right] ;
$$

(e) for an $\omega$-word $\alpha, L_{n}[(\alpha)]=L_{n}[\alpha]^{n} L_{n}[\alpha]^{*}$.

Proof. (a) is immediate from the definition of the operator $E_{n}$. For (b) since $E_{n}[\alpha]$ is a set of $\omega$-words whose rank is $\operatorname{rank} \alpha-1$, we have

$$
L_{n}\left[E_{n}[\alpha]\right]=E_{n}^{\operatorname{rank} \alpha-1}\left[E_{n}[\alpha]\right]=E_{n}^{\operatorname{rank} \alpha}[\alpha]=L_{n}[\alpha] .
$$

For (c) we proceed by induction on the maximum rank $m$ of the elements of $U \cup V$. In case $m=0$, both sides of the equation are equal to $U V$. Assuming $m \geq 1$ and the result holds for sets involving terms of rank less than $m$, we first note that, if $u$ and $v$ are $\omega$-words of rank at most $m$, then

$$
L_{n}[u v]=L_{n}\left[E_{n}[u v]\right]=\left\{\begin{array}{ll}
L_{n}\left[E_{n}[u] E_{n}[v]\right] & \text { if } \operatorname{rank} u=\operatorname{rank} v \\
L_{n}\left[u E_{n}[v]\right] & \text { if } \operatorname{rank} u<\operatorname{rank} v \\
L_{n}\left[E_{n}[u] v\right] & \text { if } \operatorname{rank} u>\operatorname{rank} v
\end{array}\right\}=L_{n}[u] L_{n}[v]
$$

where the last equality follows from (b) and the induction hypothesis. To conclude the induction step, we note that

$$
L_{n}[U V]=\bigcup_{u \in U, v \in V} L_{n}[u v]=\bigcup_{u \in U, v \in V} L_{n}[u] L_{n}[v]=L_{n}[U] L_{n}[V] .
$$

Property (d) follows from (c) by induction on the number of factors.
For (e) we have

$$
L_{n}[(\alpha)]_{[\overline{(b)}}^{\overline{(b)}} L_{n}\left[E_{n}[(\alpha)]\right]=\bigcup_{m \geq n} L_{n}\left[\alpha^{m}\right] \underset{\underline{|c|}]}{m \geq n} \bigcup_{m} L_{n}[\alpha]^{m}=L_{n}[\alpha]^{n} L_{n}[\alpha]^{*} .
$$

In case $\alpha$ is a rank $i+1 \omega$-word in normal form, the elements of $E_{1}[\alpha]$ are precisely the McCammond's "rank $i$ expansions of $\alpha$ ". Since Lemma 10.7 of [23] states that every such rank $i$ expansion of $\alpha$ is an $\omega$-word in normal form and since $E_{1}[\alpha] \supseteq E_{2}[\alpha] \supseteq E_{3}[\alpha] \supseteq \cdots$, we obtain the following result which will be very useful in the sequel.

Lemma 3.3. Let $n$ be a positive integer. If $\alpha$ is an $\omega$-word in normal form and $w \in E_{n}^{*}[\alpha]$, then $w$ is also an $\omega$-word in normal form.

We now associate to each term a parameter which plays an important role in this paper.
Definition 3.4 (Parameter $\mu[\alpha]$ ). Let $\alpha=\gamma_{0}\left(\delta_{1}\right) \gamma_{1} \cdots\left(\delta_{r}\right) \gamma_{r}$ be an $\omega$-word as in (3.1). Let $\mu[\alpha]$ denote the integer

$$
\mu[\alpha]=4+2 \max \left\{\left|\delta_{j} \gamma_{j} \delta_{j+1}\right|,\left|\delta_{r} \gamma_{r}\right|,\left|\gamma_{0} \delta_{1}\right|: j=1, \ldots, r-1\right\} .
$$

In case $\alpha$ is a word, we let $\mu[\alpha]=|\alpha|$.
It is easy to check that, if the above expression for $\alpha$ is its normal form, then $\mu[\alpha] \geq \max \left\{\mu\left[\gamma_{j}\right], \mu\left[\delta_{j}\right]\right\}$. It is also important to point out the following simple observation.

Lemma 3.5. If $\alpha$ is an $\omega$-word with $\operatorname{rank} \alpha>1$ and $\alpha^{\prime} \in E_{n}[\alpha]$, then $\mu\left[\alpha^{\prime}\right] \leq \mu[\alpha]$.

## 4. Some combinatorial lemmas

Given words $u$ and $v$, write $u \preceq v$ if $u$ is a prefix of $v$ and $u \prec v$ if $u$ is a proper prefix of $v$. The following is a simple consequence of a well-known combinatorial result on words [20, Proposition 1.3.4].

Lemma 4.1. Suppose that $u, v, w$ are words such that $u$ is nonempty and $u v=v w$. Then $v$ is a prefix of a power of $u$.

We will use repeatedly the following consequence of Fine and Wilf's Theorem on the relationship between the periods of a sufficiently long word and their synchronization.

Lemma 4.2. Let $u$ and $v$ be Lyndon words and suppose that $w$ is a word such that $|w| \geq|u|+|v|$ and $w$ is a factor of both a power of $u$ and a power of $v$. Then $u=v$. Moreover, for all factorizations $u^{m}=x w y$ and $v^{n}=z w t$, there is a factorization $w=w_{1} w_{2}$ such that $x w_{1}, z w_{1} \in u^{*}$.

Proof. By Fine and Wilf's Theorem (Proposition (2.1), since both $u$ and $v$ are primitive words, and they are periods of $w$, with $|w| \geq|u|+|v|-\operatorname{gcd}\{|u|,|v|\}$, we conclude that they are conjugates of each other. But, since they are also Lyndon words, they must be equal.

Since $x w y$ and $z w t$ are powers of $u$, there are factorizations $w=w_{1} w_{2}=w_{3} w_{4}, x=u^{k} x^{\prime}$ and $z=u^{\ell} z^{\prime}$ such that $x^{\prime} w_{1}=z^{\prime} w_{3}=u$, and $w_{2}, w_{4}$ are prefixes of some power of $u$. Furthermore, since $|w| \geq 2|u|$ and $\left|w_{1}\right| \leq|u|$, we have $\left|w_{2}\right| \geq|u|$, and therefore $u \preceq w_{2}$. Similarly $u \preceq w_{4}$. Therefore, $w_{1} u \preceq w_{1} w_{2}=w$ and $w_{3} u \preceq w_{3} w_{4}=w$ so that $w_{1} u$ and $w_{3} u$ are $\preceq$-comparable.

If $w_{1} \neq w_{3}$, then we may as well assume that $\left|w_{1}\right|<\left|w_{3}\right|$ so that $w_{1} u \prec w_{3} u$ and $w_{1} \prec w_{3}$. Therefore, there exist $t_{1}, t_{2}, t_{3}$ such that $w_{3}=w_{1} t_{1}, u=t_{1} t_{2}=t_{2} t_{3}$. Now, since Lyndon words are unbordered and $t_{2}$ is a border of the Lyndon word $u$, it follows that $t_{2}=1$. Hence $u=t_{1}$, so $w_{3}=w_{1} u$. Since $\left|w_{3}\right| \leq|u|$, this implies that $w_{1}=1$ and $w_{3}=u$. Therefore, $x^{\prime}=u$ and $z^{\prime}=1$, so $x w_{1}, z w_{1} \in u^{*}$.

If $w_{1}=w_{3}$, then $x^{\prime} w_{1}=z^{\prime} w_{1}=u$ and again $x w_{1}, z w_{1} \in u^{*}$, which completes the proof.
The next two lemmas establish important properties of factors of certain $\omega$-words of rank 1.
Lemma 4.3. Let $\alpha=u_{0}\left(v_{1}\right) u_{1} \cdots\left(v_{r}\right) u_{r}$ be an $\omega$-word of rank 1 , where each $u_{i}$ and each $v_{j}$ is a word of $X^{*}$, such that each crucial portion $\left(v_{i}\right) u_{i}\left(v_{i+1}\right)$ is in normal form and let $z$ be a Lyndon word. Let $w=u_{0} v_{1}^{n_{1}} u_{1} \cdots v_{r}^{n_{r}} u_{r} \in E_{n}[\alpha]$ with $n \geq \max \{\mu[\alpha],|z|+1\}$ and suppose that $w=s z^{n} t$ with

$$
\left|u_{0} v_{1}^{n_{1}} u_{1} \cdots v_{i-1}^{n_{i-1}}\right| \leq|s|<\left|u_{0} v_{1}^{n_{1}} u_{1} \cdots v_{i-1}^{n_{i-1}} u_{i-1} v_{i}^{n_{i}}\right| .
$$

Let $x$ be the word given by $u_{0} v_{1}^{n_{1}} u_{1} \cdots v_{i-1}^{n_{i-1}} u_{i-1} v_{i}^{n_{i}}=s x$. Then $v_{i}=z$ and exactly one of the following cases holds:
(a) $\left|z^{n}\right| \leq|x|$ and there is a factorization $u_{i-1}=p v_{i}^{k}$ such that $s=u_{0} v_{1}^{n_{1}} u_{1} \cdots v_{i-1}^{n_{i-1}} p$;
(b) $\left|z^{n}\right| \leq|x|$ and there is a factorization $s=u_{0} v_{1}^{n_{1}} u_{1} \cdots v_{i-1}^{n_{i-1}} u_{i-1} v_{i}^{k}$ such that $k \leq n_{i}-n$;
(c) $\left|v_{i} z\right| \leq|x|<\left|z^{n}\right|$ and $s=u_{0} v_{1}^{n_{1}} u_{1} \cdots v_{i-1}^{n_{i-1}} u_{i-1} v_{i}^{k}$ for some $k$ such that $0 \leq k \leq n_{i}-n+\left\lfloor\frac{\left|u_{i}\right|}{\left|v_{i}\right|}\right\rfloor$.

Proof. Suppose first that $\left|z^{n}\right| \leq|x|$. Since

$$
\left|z^{n}\right| \geq\left|z^{\left|u_{i-1} v_{i}\right|+1}\right|=\left(\left|u_{i-1} v_{i}\right|+1\right)|z| \geq\left|u_{i-1}\right|+\left|v_{i}\right|+|z|=\left|u_{i-1}\right|+\left|v_{i} z\right|
$$

and $z^{n}$ is a prefix of $x$, which in turn is a suffix of $u_{i-1} v_{i}^{n_{i}}$, we deduce that there is a common factor of $z^{n}$ and $v_{i}^{n_{i}}$ of length $\left|v_{i}\right|+|z|$. Lemma 4.2 then implies that $v_{i}=z$ and the conditions in (a) or (b) hold, depending on whether or not the inequality $|s|<\left|u_{0} v_{1}^{n_{1}} u_{1} \cdots v_{i-1}^{n_{i-1}} u_{i-1}\right|$ is verified.

Consider next the case $\left|v_{i} z\right| \leq|x|<\left|z^{n}\right|$. Since

$$
\left|v_{i}^{n}\right| \geq\left|v_{i}^{|z|+1}\right|=(|z|+1)\left|v_{i}\right| \geq\left|v_{i} z\right|
$$

$x$ is a prefix of $z^{n}$ and $x$ and $v_{i}^{n_{i}}$ are suffixes of the same word, we deduce that the suffix of $v_{i}^{n_{i}}$ of length $\left|v_{i} z\right|$ is a factor of $z^{n}$. By Lemma 4.2, we conclude that $v_{i}=z$ and there is an exponent $\ell$ such that $0 \leq \ell \leq n$ and $s v_{i}^{\ell}=u_{0} v_{1}^{n_{1}} u_{1} \cdots v_{i-1}^{n_{i-1}} u_{i-1} v_{i}^{n_{i}}$. Let $k=n_{i}-\ell \geq 0$. Thus, to show that (c) holds, it remains to prove that $k \leq n_{i}-n+\left\lfloor\frac{\left|u_{i}\right|}{\left|v_{i}\right|}\right\rfloor$. Note that $u_{i}$ is not a prefix of a power of $v_{i}$ because the crucial portion $v_{i}^{\omega} u_{i} v_{i+1}^{\omega}$ is in normal form. Since $u_{i}$ and $z^{n-\ell}$ are prefixes of the same word, it follows that the largest possible exponent of a power of $z$ which is a prefix of $u_{i}$ is $\left\lfloor\frac{\left.\mid u_{i}\right\rfloor}{\left|v_{i}\right|}\right\rfloor$. Hence $n-\ell \leq\left\lfloor\frac{\left|u_{i}\right|}{\left.\mid v_{i}\right\rfloor}\right\rfloor$ which, together with $\ell=n_{i}-k$, implies the desired inequality.

It remains to consider the case where $1 \leq|x|<\left|v_{i} z\right|$. Since

$$
\left|z^{n}\right| \geq\left|z^{\left|v_{i} u_{i}\right|+1}\right|=\left(\left|v_{i} u_{i}\right|+1\right)|z| \geq\left|u_{i}\right|+\left|v_{i}\right|+|z|=\left|u_{i}\right|+\left|v_{i} z\right|>\left|x u_{i}\right|
$$

we conclude that $i<r$. Hence

$$
\begin{aligned}
\left|z^{n}\right|-\left|x u_{i}\right| & \geq\left|z^{\left|v_{i} u_{i} v_{i+1}\right|+2}\right|-\left|x u_{i}\right| \\
& =\left(\left|v_{i} u_{i} v_{i+1}\right|+2\right)|z|-\left|x u_{i}\right| \\
& \geq\left|v_{i} u_{i} v_{i+1}\right|+2|z|-\left|x u_{i}\right| \\
& =\left|v_{i} v_{i+1}\right|+2|z|-|x| \\
& >\left|v_{i+1} z\right| .
\end{aligned}
$$

By Lemma 4.2 we have $z=v_{i+1}$ and $s z^{k}=u_{0} v_{1}^{n_{1}} u_{1} \cdots v_{i-1}^{n_{i-1}} u_{i-1} v_{i}^{n_{i}} u_{i}$ for some $k$ such that $1 \leq k \leq n$. Since $|s|<\left|u_{0} v_{1}^{n_{1}} u_{1} \cdots v_{i-1}^{n_{i-1}} u_{i-1} v_{i}^{n_{i}}\right|$, it follows that $u_{i}$ is a suffix of $z^{k}=v_{i+1}^{k}$, contradicting the hypothesis that $v_{i}^{\omega} u_{i} v_{i+1}^{\omega}$ is a crucial portion in normal form. This shows that at least one of the cases (a) (b) and (c) holds.

Lemma 4.4. Let $\alpha=u_{0}\left(v_{1}\right) u_{1} \cdots\left(v_{r}\right) u_{r}$ be an $\omega$-word of rank 1 , where each $u_{i}$ and each $v_{j}$ is a word of $X^{*}$, such that each crucial portion $\left(v_{i}\right) u_{i}\left(v_{i+1}\right)$ is in normal form and let $\beta=\left(z_{1}\right) y\left(z_{2}\right)$ be a crucial portion of rank 1, also in normal form. Let $w=u_{0} v_{1}^{n_{1}} u_{1} \cdots v_{r}^{n_{r}} u_{r} \in E_{n}[\alpha]$ with $n \geq \max \{\mu[\alpha], \mu[\beta]\}$ and suppose that $w=s z_{1}^{n} y z_{2}^{n} t$ with

$$
\left|u_{0} v_{1}^{n_{1}} u_{1} \cdots v_{i-1}^{n_{i-1}}\right| \leq|s|<\left|u_{0} v_{1}^{n_{1}} u_{1} \cdots v_{i-1}^{n_{i-1}} u_{i-1} v_{i}^{n_{i}}\right|
$$

Then $z_{1}=v_{i}, y=u_{i}, z_{2}=v_{i+1}$, and $u_{0} v_{1}^{n_{1}} u_{1} \cdots v_{i-1}^{n_{i-1}} u_{i} v_{i}^{n_{i}}=s z_{1}^{n}$.
Proof. The equality $z_{1}=v_{i}$ follows directly from Lemma 4.3. As in that lemma, let $x$ be the word given by $u_{0} v_{1}^{n_{1}} u_{1} \cdots v_{i-1}^{n_{i-1}} u_{i-1} v_{i}^{n_{i}}=s x$. Note that the last equality in the statement of the lemma is equivalent to $x=z_{1}^{n}$. We now consider the three cases of Lemma 4.3,
(a) The inequality $\left|z_{1}^{n}\right| \leq|x|$ holds and there is a factorization $u_{i-1}=p v_{i}^{k}$ such that $s=$ $u_{0} v_{1}^{n_{1}} u_{1} \cdots v_{i-1}^{n_{i-1}} p$. Since $y$ is not a prefix of a power of $z_{1}=v_{i}$, because $\beta$ is in normal form, we
must have

$$
s v_{i}^{n} \prec u_{0} v_{1}^{n_{1}} u_{1} \cdots v_{i-1}^{n_{i-1}} u_{i-1} v_{i}^{n_{i}}=s x \prec s v_{i}^{n} y
$$

i.e., $v_{i}^{n} \prec x \prec v_{i}^{n} y$. Since $n \geq \mu[\beta]>|y|$, the factor $y$ after the prefix $s v_{i}^{n}$ must end somewhere


Figure 1. Case (a) of Lemma 4.4
within the factor $u_{i} v_{i+1}^{n_{i+1}}$ or, more precisely,

$$
\begin{equation*}
\left|u_{0} v_{1}^{n_{1}} u_{1} \cdots v_{i-1}^{n_{i-1}} u_{i-1} v_{i}^{n_{i}}\right|=|s x|<\left|s v_{i}^{n} y\right|<\left|u_{0} v_{1}^{n_{1}} u_{1} \cdots v_{i-1}^{n_{i-1}} u_{i-1} v_{i}^{n_{i}} u_{i} v_{i+1}^{n_{i+1}}\right| . \tag{4.1}
\end{equation*}
$$

Hence, by Lemma 4.3 $z_{2}=v_{i+1}$. Moreover, we have $u_{0} v_{1}^{n_{1}} u_{1} \cdots v_{i-1}^{n_{i-1}} u_{i-1} v_{i}^{n_{i}-k}=s v_{i}^{n}, y=$ $v_{i}^{n_{i}-n+k} y^{\prime}$ and $u_{i}=y^{\prime} v_{i+1}^{\ell}$. Hence $y^{\prime}$ is not a prefix of a power of $v_{i}$ (since otherwise $y$ would also have that property) nor is it a suffix of a power of $v_{i+1}$ (for that would entail that $u_{i}$ would have the latter property). If $u_{i}$ is not synchronized with $y$, that is $n_{i}-n+k>0$, or both $n_{i}-n+k=0$ and $u_{i} \neq y$, then neither $\left(v_{i}\right) u_{i}\left(v_{i+1}\right)$ nor $\left(v_{i}\right) y\left(v_{i+1}\right)=\left(z_{1}\right) y\left(z_{2}\right)$ would be crucial portions in normal form, their normal form being $\left(v_{i}\right) y^{\prime}\left(v_{i+1}\right)$. Hence $u_{i}=y$ and they are synchronized in the two factorizations of $w$, which proves that $x=z_{1}^{n}$.

In case (b), the inequality $\left|z_{1}^{n}\right| \leq|x|$ holds and there is a factorization $s=u_{0} v_{1}^{n_{1}} u_{1} \cdots v_{i-1}^{n_{i-1}} u_{i-1} v_{i}^{k}$ such that $k \leq n_{i}-n$. In this case, $x u_{i} v_{i+1}^{n_{i+1}}$ and $v_{i}^{n} y z_{2}^{n}$ are prefixes of the same word and $x=v_{i}^{n_{i}-k}$ is a power of $v_{i}$. If $v_{i}^{n} y$ were a prefix of $x$, then $y$ would be a prefix of a power of $z_{1}=v_{i}$,


Figure 2. Case (b) of Lemma 4.4
which is impossible since $\left(v_{i}\right) u_{i}\left(v_{i+1}\right)$ is in normal form. Hence $x \prec v_{i}^{n} y$. On the other hand, $|y|<\mu[\beta] \leq n \leq n_{i+1} \leq\left|u_{i} v_{i+1}^{n_{i+1}}\right|$. This shows that the inequalities hold. From hereon, in the present case, the argument can be concluded as in the previous case (it suffices to substitute $+k$ by $-k$ ).

In case (c) the inequalities $\left|v_{i} z_{1}\right| \leq|x|<\left|z_{1}^{n}\right|$ hold and $s=u_{0} v_{1}^{n_{1}} u_{1} \cdots v_{i-1}^{n_{i-1}} u_{i-1} v_{i}^{k}$ for some $k$ such that $0 \leq k \leq n_{i}-n+\left\lfloor\frac{\left|u_{i}\right|}{\left|v_{i}\right|}\right\rfloor$. As in the previous case, $x u_{i} v_{i+1}^{n_{i+1}}$ and $v_{i}^{n} y z_{2}^{n}$ are prefixes of the same word and $x$ is a power of $v_{i}$. Since $\left(v_{i}\right) u_{i}\left(v_{i+1}\right)$ is in normal form, $u_{i}$ cannot be a


Figure 3. Case (c) of Lemma 4.4
prefix of a power of $v_{i}$, which implies that $v_{i}^{n} \prec x u_{i}$. Hence the factor $y$ that follows the prefix $s v_{i}^{n}$ of $w$ overlaps with the factor $u_{i}$ in the other given factorization of $w$. As in the other cases, since $|y|<n \leq\left|u_{i} v_{i+1}^{n_{i+1}}\right|$, we deduce that the inequalities (4.1) hold. A simple adaptation of the argument of case a then yields that $u_{i}$ and $y$ are synchronized in the two factorizations of $w$, so that $y=u_{i}, z_{2}=v_{i+1}$, and $x=v_{i}^{n}$, which means that this case cannot actually occur.

## 5. The $\omega$-word problem over A

In this section we reveal how the languages $L_{n}[\alpha]$ can be used to obtain an alternative proof of McCammond's solution of the word problem for $\omega$-words over A.

The fundamental property of the languages $L_{n}[\alpha]$, whose proof will be left to the next section, is the following.

Theorem 5.1. Let $\alpha$ be a term in normal form and let $n \geq \mu[\alpha]$. Then the language $L_{n}[\alpha]$ is star-free.

A simpler but also important property is that if two $\omega$-words in normal form have a common expansion then one of them is an expansion of the other.

Lemma 5.2. Let $\alpha$ and $\beta$ be two $\omega$-words in normal form with $\operatorname{rank} \alpha \leq \operatorname{rank} \beta$, and let $n>$ $\max \{\mu[\alpha], \mu[\beta]\}$. If $L_{n}[\alpha] \cap L_{n}[\beta] \neq \emptyset$, then $\alpha \in E_{n}^{*}[\beta]$.

Proof. Let $w \in L_{n}[\alpha] \cap L_{n}[\beta]$. We proceed by induction on $\operatorname{rank} \alpha=i$. Suppose first that $i=0$, that is to say $\alpha \in A^{+}$, so that $w=\alpha$. Hence $\alpha \in L_{n}[\beta]=E_{n}^{\text {rank } \beta}[\beta]$. Assume next that $i \geq 1$ and that the result holds for pairs of $\omega$-words in normal form whose minimum rank is less than $i$.

By definition of $L_{n}$ and the choice of $w$, there exist $\alpha_{1} \in E_{n}^{\mathrm{rank} \alpha-1}[\alpha]$ and $\beta_{1} \in E_{n}^{\mathrm{rank} \beta-1}[\beta]$ such that $w \in L_{n}\left[\alpha_{1}\right] \cap L_{n}\left[\beta_{1}\right]$. By Lemma 3.3] $\alpha_{1}$ and $\beta_{1}$ are rank $1 \omega$-words in normal form.

Let $u_{0}\left(v_{1}\right) u_{1} \cdots\left(v_{r}\right) u_{r}$ and $z_{0}\left(t_{1}\right) z_{1} \cdots\left(t_{s}\right) z_{s}$ be the normal form expressions of $\alpha_{1}$ and $\beta_{1}$, respectively. Then there exist exponents $n_{i}, m_{j} \geq n$ such that

$$
w=u_{0} v_{1}^{n_{1}} u_{1} \cdots v_{r}^{n_{r}} u_{r}=z_{0} t_{1}^{m_{1}} z_{1} \cdots t_{s}^{m_{s}} z_{s} .
$$

Taking into account Lemma [3.5 by Lemma 4.4 it follows that $r=s, v_{i}=t_{i}$ and $n_{i}=m_{i}$ $(i=1, \ldots, r)$, and $u_{i}=z_{i}(i=0, \ldots, r)$. Hence $\alpha_{1}$ and $\beta_{1}$ are the same term. This shows that

$$
\begin{equation*}
E_{n}^{\operatorname{rank} \alpha-1}[\alpha] \cap E_{n}^{\operatorname{rank} \beta-1}[\beta] \neq \emptyset . \tag{5.1}
\end{equation*}
$$

If $i=1$, then $\alpha_{1}=\alpha$ so that $\alpha \in E_{n}^{\mathrm{rank} \beta-1}[\beta]$. We now assume that $i>1$ and, to apply induction, we distinguish the inner, rank 1 , parentheses as new letters, namely with the extended
ordering $\llbracket<x<\rrbracket(x \in X)$ so that, under this interpretation, $\alpha$ and $\beta$ can be viewed as $\omega$-words $\bar{\alpha}$ and $\bar{\beta}$, respectively, over the enlarged alphabet $X \cup\{\llbracket, \rrbracket\}$. Note that $\bar{\alpha}$ and $\bar{\beta}$ are $\omega$-words in normal form, $1 \leq \operatorname{rank} \bar{\alpha}=\operatorname{rank} \alpha-1 \leq \operatorname{rank} \beta-1=\operatorname{rank} \bar{\beta}, \mu[\bar{\alpha}]=\mu[\alpha]$, and $\mu[\bar{\beta}]=\mu[\beta]$, while $L_{n}[\bar{\alpha}] \cap L_{n}[\bar{\beta}] \neq \emptyset$ by (5.1). By the induction hypothesis, we deduce that $\bar{\alpha} \in E_{n}^{*}[\bar{\beta}]$ and, therefore, that $\alpha \in E_{n}^{*}[\beta]$, which completes the induction step and the proof of the lemma.

By raising the lower bound for the integer $n$, we can present a more precise result.
Theorem 5.3. Let $\alpha$ and $\beta$ be two $\omega$-words in normal form and let $n>\max \{|\alpha|,|\beta|, \mu[\alpha], \mu[\beta]\}$. If $L_{n}[\alpha] \cap L_{n}[\beta] \neq \emptyset$, then $\alpha=\beta$.

Proof. Suppose that rank $\alpha \leq \operatorname{rank} \beta$, so that, by Lemma [5.2 $\alpha \in E_{n}^{*}[\beta]$. If $\operatorname{rank} \beta>\operatorname{rank} \alpha$, it follows that $|\alpha| \geq n$, which contradicts the assumption on $n$. Hence we must have $\operatorname{rank} \beta=\operatorname{rank} \alpha$ and so $\alpha=\beta$.

For a subset $L$ of $\bar{\Omega}_{X} \mathrm{~S}$, denote its topological closure in $\bar{\Omega}_{X} \mathrm{~S}$ by $\mathrm{cl}(L)$. If $L \subseteq X^{+}$, then the closure of $L$ in $\bar{\Omega}_{X} \mathrm{~A}$ is $p_{\mathrm{A}}(\mathrm{cl}(L))$ which will be denoted by $\mathrm{cl}_{\mathrm{A}}(L)$. Combining Theorems 5.1 and 5.3 we obtain a new proof of uniqueness of McCammond's normal form for elements of $\Omega_{X}^{\omega} \mathrm{A}$.

Corollary 5.4 (McCammond's solution of the $\omega$-word problem over A [23]). If $\alpha$ and $\beta$ are $\omega$-words in normal form which define the same implicit operation over A , then $\alpha=\beta$.

Proof. Let $n$ be any integer greater than $\max \{|\alpha|,|\beta|, \mu[\alpha], \mu[\beta]\}$. By Theorem 5.3] it suffices to show that $L_{n}[\alpha] \cap L_{n}[\beta] \neq \emptyset$. Suppose to the contrary that the intersection is empty. Since $L_{n}[\alpha]$ and $L_{n}[\beta]$ are star-free languages by Theorem [5.1] their closures in $\bar{\Omega}_{X} \mathrm{~A}$, which are respectively $\operatorname{cl}_{\mathrm{A}}\left(L_{n}[\alpha]\right)$ and $\operatorname{cl}_{\mathrm{A}}\left(L_{n}[\beta]\right)$, are clopen subsets and therefore they are also disjoint. Since the latter sets contain respectively $\epsilon[\alpha]$ and $\epsilon[\beta]$, it follows that $\epsilon[\alpha] \neq \epsilon[\beta]$, that is $\alpha$ and $\beta$ define different implicit operations over A, and this proves the corollary.

Given an $\omega$-implicit operation $w \in \Omega_{X}^{\omega} \mathrm{A}$, the unique $\omega$-word in normal form that represents it will be called the normal form representation or simply the normal form of $w$. For instance, if $a, b \in X$ are such that $a<b$, then

- $(a) a b(b)$ is the normal form of $(a)(b)$ and of $a\left(a^{5}\right) a\left(a^{2}\right) b^{8}(b)$;
- $b(a b) a b a a(a) a a a b(a a b)$ is the normal form of $(b a)(a) b a(a b a) a b$;
- $((a) a b(b) b a)(a) a b(b)$ is the normal form of $((a)(b))$.


## 6. Star-freeness of the languages $L_{n}[\alpha]$

This section is dedicated to the proof that the languages $L_{n}[\alpha]$ are star-free when $\alpha$ is an $\omega$-word in normal form and $n>\mu[\alpha]$.

We say that an $\omega$-word $\alpha$ is in circular normal form if either:

- $\alpha$ is a word;
- $\alpha$ is an $\omega$-word of positive rank of the form $\alpha=\left(\delta_{1}\right) \gamma_{1} \cdots\left(\delta_{r}\right) \gamma_{r}$, where each $\delta_{i}$ and each $\gamma_{i}$ is an $\omega$-word of smaller rank, such that each $\omega$-word $\left(\delta_{k}\right) \gamma_{k}\left(\delta_{k+1}\right)$ with $k \in\{1, \ldots, r\}$ is in normal form, where we let $\gamma_{r+1}=\gamma_{1}$.

A consequence of Lemma 3.3 is that the property of being in circular normal form is preserved by expansions.

Lemma 6.1. Let $\alpha$ be an $\omega$-word in circular normal form and let $w \in E_{n}[\alpha]$. Then $w$ is also in circular normal form.

Proof. If $\alpha$ is a word, then $w=\alpha$ is certainly in circular normal form. Otherwise $\alpha$ and $w$ are of the form $\alpha=\left(\delta_{1}\right) \gamma_{1} \cdots\left(\delta_{r}\right) \gamma_{r}$ and $w=\delta_{1}^{n_{1}} \gamma_{1} \cdots \delta_{r}^{n_{r}} \gamma_{r}$ with each $n_{k} \geq n$. Note that, according to Lemma 3.2 (a) $w^{2} \in L_{n}[\alpha]^{2}=L_{n}\left[\alpha^{2}\right]$. By Lemma 3.3] applied to the crucial portions $\left(\delta_{k}\right) \gamma_{k}\left(\delta_{k+1}\right)$ of $\alpha^{2}$, we conclude that each factor $\delta_{k}^{n_{k}} \gamma_{k} \delta_{k+1}^{n_{k+1}}$ is in normal form. Now, each crucial portion of $w^{2}$ is a crucial portion of some factor of the form $\delta_{k}^{n_{k}} \gamma_{k} \delta_{k+1}^{n_{k+1}}$ and, therefore it is in normal form. Hence $w$ is in circular normal form.

We now prove that if an expansion of an $\omega$-word of rank $1 \alpha$ in circular normal form has an $\ell$ th root $z$, then $\alpha$ itself admits an $\ell$ th root $\bar{\alpha}$ and $z$ is an expansion of $\bar{\alpha}$.

Lemma 6.2. Let $\alpha$ be an $\omega$-word of rank 1 in circular normal form and let $n \geq \mu[\alpha]$. If $z^{\ell} \in L_{n}[\alpha]$ then there exists an $\omega$-word of rank 1 in circular normal form $\bar{\alpha}$ such that $\alpha=\bar{\alpha}^{\ell}$ and $z \in L_{n}[\bar{\alpha}]$.

Proof. Let $\alpha=\left(v_{1}\right) u_{1} \cdots\left(v_{r}\right) u_{r}$ be a circular normal form expression for $\alpha$ and let $w=z^{\ell}$. Then there is a factorization of the form $w=v_{1}^{n_{1}} u_{1} \cdots v_{r}^{n_{r}} u_{r}$, with $n_{1}, \ldots, n_{r} \geq n$. By hypothesis, each $u_{i}$ is neither a prefix of a power of $v_{i}$ nor a suffix of a power of $v_{i+1}$.

If $\ell=1$ then we can just take $\bar{\alpha}=\alpha$ and there is nothing to prove, and so we assume that $\ell>1$. We start by eliminating the cases in which the word $z$ is a prefix of a power of $v_{1}$.

Case 1: $z \prec v_{1}$. If $v_{1}=z^{k}$ is a power of $z$, then $k \geq 2$ and we set $t=z$. Otherwise, let $t$ be the prefix of $z$ defined by the overlap between $z$ and $v_{1}$ in the following picture:


Since $z \prec v_{1}$, it follows that $t$ is both a proper suffix and a proper prefix of $v_{1}$, which is in contradiction with the assumption on $\alpha$, which implies that each $v_{i}$ is a Lyndon word.

Case 2: $z=v_{1}^{k}$. Since $w$ admits a factorization of the form $w=v_{1}^{n_{1}} u_{1} w^{\prime}$, it follows that $u_{1} w^{\prime}=v_{1}^{k \ell-n_{1}}$ and, therefore, $u_{1}$ is a prefix of a power of $v_{1}$, which is in contradiction with the hypothesis on $\alpha$.

Case 3: $v_{1}^{k-1} \prec z \prec v_{1}^{k}$ for some $k \geq 2$. Let $t$ be the prefix of $z$ defined by the overlap between $z$ and $v_{1}$ in the following picture:


Note that, since $v_{1}$ is a prefix of $z, t$ is both a proper prefix and a proper suffix of $v_{1}$. Since $v_{1}$ is a Lyndon word, it cannot admit such a border. Hence Case 3 does not occur.

The above shows that $v_{1}^{n_{1}} \prec z$ and that $z$ is not a prefix of any power of $v_{1}$. In particular, $|z|>n \geq \mu[\alpha]>\left|u_{r}\right|$. It follows that, for every $i \in\{1, \ldots, \ell-1\}$ there exists $m_{i} \in\{2, \ldots, r\}$ such
that

$$
\begin{equation*}
\left|v_{1}^{n_{1}} u_{1} \cdots v_{m_{i}-1}^{n_{m_{i}-1}}\right| \leq\left|z^{i}\right|<\left|v_{1}^{n_{1}} u_{1} \cdots v_{m_{i}-1}^{n_{m_{i}-1}} u_{m_{i}-1} v_{m_{i}}^{n_{m_{i}}}\right| \tag{6.1}
\end{equation*}
$$

Taking into account that $v_{1}^{n} \prec z$, and applying Lemma 4.3 with $s=z^{i}$, we conclude that $v_{1}=v_{m_{i}}$. Moreover, by Lemma 4.4, we deduce that $v_{1}=v_{m_{i}}, u_{1}=u_{m_{i}}$ and $v_{2}=v_{m_{i}+1}$. Inductively, it follows that $v_{j}=v_{m_{i}+j-1}, u_{j}=u_{m_{i}+j-1}$ and $v_{j+1}=v_{m_{i}+j}$ for all $j \leq r-m_{i}$. By considering $w^{2} \in L_{n}\left[\alpha^{2}\right]$, where $\alpha^{2}$ is in circular normal form, we may also apply Lemma 4.4 to establish that $u_{m_{i}-1}=u_{r}$. Hence the word $\bar{\alpha}=\left(v_{1}\right) u_{1} \cdots\left(v_{m_{1}-1}\right) u_{m_{1}-1}$ is a period of the word $\alpha$. Moreover, $z \in L_{n}(\bar{\alpha})$ by Lemma 4.4, which completes the proof.

We will call primitive an $\omega$-word which is primitive when represented as a parenthesized word. An immediate consequence of Lemma 6.2 is the following observation.

Corollary 6.3. Let $\alpha$ be an $\omega$-word of rank 1 in circular normal form and let $n \geq \mu[\alpha]$. If $\alpha$ is primitive and $w \in L_{n}[\alpha]$ then $w$ is also primitive.

The next result may be regarded as a sort of analog of Corollary 6.3 for $\omega$-words of larger rank.
Corollary 6.4. Let $\alpha$ be an $\omega$-word of rank $i \geq 1$ in circular normal form and let $n \geq \mu[\alpha]$. If $\alpha$ is primitive and $w \in E_{n}[\alpha]$, then $w$ is also primitive.

Proof. We distinguish two types of parentheses in the $\omega$-word $\alpha$ : write (, ) for the parentheses corresponding to the outmost $\omega$-powers of rank $i$ and $\llbracket, \rrbracket$ for the remaining parentheses. Consider the alphabet $Y=X \cup\{\llbracket, \rrbracket\}$, with the extended ordering $\llbracket \leq x \leq \rrbracket(x \in X)$. Then $w$ may be viewed as a word $w_{Y}$ over $Y$ and $\alpha$ as an $\omega$-word of rank $1 \alpha_{Y}$ over the same alphabet such that $w_{Y} \in L_{n}[\alpha]$. Moreover $\mu\left[w_{Y}\right]=\mu[w]$ and it is clear by McCammond's definition of rank $i$ normal form that $\alpha_{Y}$ is a primitive $\omega$-word in circular normal form (over $Y$ ), whence $\alpha_{Y}$ and $w_{Y}$ satisfy the hypotheses of Corollary 6.3. To conclude the proof, it suffices to invoke Corollary 6.3.

Iterating the application of Corollary 6.4, we obtain the following extension of Corollary 6.3 to $\omega$-words of any rank.

Proposition 6.5. Let $\alpha$ be an $\omega$-word of rank $i \geq 1$ in circular normal form and let $n \geq \mu[\alpha]$. If $\alpha$ is a primitive $\omega$-word and $w \in L_{n}[\alpha]$ then $w$ is a primitive word.

Proof. Let $\alpha=\left(v_{1}\right) u_{1} \cdots\left(v_{r}\right) u_{r}$ be a circular normal form expression for $\alpha$. We proceed by induction on $i$. The case $i=1$ is given by Corollary 6.3. Assume next that $i>1$ and that the result holds for $\omega$-words of rank $i-1$. By definition of $L_{n}[\alpha]$, there is an $\omega$-word $\alpha^{\prime}$ of the form $\alpha^{\prime}=v_{1}^{n_{1}} u_{1} \cdots v_{r}^{n_{r}} u_{r}$, with $n_{1}, \ldots, n_{r} \geq n$, such that $w \in L_{n}\left[\alpha^{\prime}\right]$. By Corollary 6.4, $\alpha^{\prime}$ is a primitive $\omega$-word. Moreover, note that $\mu\left[\alpha^{\prime}\right] \leq \mu[\alpha]$, by Lemma 3.5, and that, by Lemma 3.3, $\alpha^{\prime}$ is in circular normal form. Hence, by induction hypothesis, $w$ is primitive, which completes the induction step.

The following result generalizes Lemma 6.2 in case $\alpha$ is a primitive $\omega$-word.
Lemma 6.6. Let $\alpha$ be a primitive $\omega$-word of rank $i \geq 0$ in circular normal form and let $n \geq \mu[\alpha]$. If $z^{\ell} \in L_{n}[\alpha]^{k}$ then $z \in L_{n}[\alpha]^{m}$ for some $m$ such that $1 \leq m \leq k$.

Proof. Note that we may as well assume that $z$ is a primitive word. Recall that the equality $L_{n}[\alpha]^{k}=L_{n}\left[\alpha^{k}\right]$ holds by Lemma 3.2[c) To prove the lemma, we proceed by induction on $i=$ $\operatorname{rank} \alpha$.

In case $i=0, \alpha$ is a primitive word and $L_{n}[\alpha]=\{\alpha\}$. Since $z$ is also assumed to be primitive, $z^{\ell}=\alpha^{k}$ is a power of the two primitive words $z$ and $\alpha$. By Fine and Wilf's Theorem it follows that $z=\alpha$ and so we must take $m=1$. So we may assume that $i \geq 1$ and that the result holds for $\omega$-words of rank less than $i$.

Since $z^{\ell} \in L_{n}\left[\alpha^{k}\right]=E_{n}\left[E_{n}^{\operatorname{rank} \alpha-1}\left[\alpha^{k}\right]\right]$, there is some $\omega$-word $\alpha^{\prime} \in E_{n}^{\operatorname{rank} \alpha-1}\left[\alpha^{k}\right]$ of rank 1 such that $z^{\ell} \in E_{n}\left[\alpha^{\prime}\right]=L_{n}\left[\alpha^{\prime}\right]$. By Lemma 6.1] $\alpha^{\prime}$ is in circular normal form. By Lemma 6.2, there exists an $\omega$-word $\beta$ of rank 1 such that $z \in L_{n}[\beta]$ and $\alpha^{\prime}=\beta^{\ell}$. In particular, we have $\beta^{\ell} \in E_{n}^{\mathrm{rank} \alpha-1}\left[\alpha^{k}\right]$.

Consider first the case where $i=1$. Then $\beta^{\ell} \in E_{n}^{\operatorname{rank} \alpha-1}\left[\alpha^{k}\right]$ means simply that $\beta^{\ell}=\alpha^{k}$. Since $\alpha$ is primitive, it follows that $\beta=\alpha^{m}$, for some $m$. Hence $z \in L_{n}[\beta]=L_{n}[\alpha]^{m}$, thus completing the proof in case $i=1$. From hereon, we assume that $i>1$.

For a word $w \in U_{X}$, let $\hat{w}$ be the word which is obtained by replacing all the subexpressions of the form $(z)$, where $z \in X^{+}$, by $\llbracket z \rrbracket$. Let $Y=X \cup\{\llbracket, \rrbracket\}$ and note that the correspondence $w \mapsto \hat{w}$ is an isomorphism from $U_{X}$ onto $U_{Y}$ which sends circular normal forms to circular normal forms. Hence we have $\hat{\beta}^{\ell} \in L_{n}\left[\hat{\alpha}^{k}\right]$. Since $\operatorname{rank} \hat{\alpha}=\operatorname{rank} \alpha-1 \geq 1$, note that the definition of $\mu$ implies that $n \geq \mu[\alpha]=\mu[\hat{\alpha}]$. By the induction hypothesis, it follows that there exists $m$ such that $1 \leq m \leq k$ and $\hat{\beta} \in L_{n}\left[\hat{\alpha}^{m}\right]$. Since $w \mapsto \hat{w}$ is invertible, we deduce that $\beta \in E_{n}^{\operatorname{rank} \alpha-1}\left[\alpha^{m}\right]$. Hence, we have $z \in L_{n}[\beta]=E_{n}[\alpha] \subseteq E_{n}^{\operatorname{rank} \alpha}\left[\alpha^{m}\right]=L_{n}\left[\alpha^{m}\right]$.

We say that an $\omega$-word $\alpha$ is in quasi-normal form if one of the following conditions holds:

- $\alpha$ is a word;
- $\alpha$ is of rank 1 , there is an $\omega$-word factorization of the form $\alpha=\gamma_{0} \delta_{1}^{k}\left(\delta_{1}\right) \gamma_{1}\left(\delta_{2}\right) \cdots\left(\delta_{r-1}\right) \gamma_{r-1}\left(\delta_{r}\right) \delta_{r}^{\ell} \gamma_{r}$ such that $\gamma_{0}\left(\delta_{1}\right) \gamma_{1}\left(\delta_{2}\right) \cdots\left(\delta_{r-1}\right) \gamma_{r-1}\left(\delta_{r}\right) \gamma_{r}$ is in normal form;
- $\operatorname{rank} \alpha>1$ and there is an $\omega$-word factorization $\alpha=\gamma_{0}\left(\delta_{1}\right) \gamma_{1} \cdots\left(\delta_{r}\right) \gamma_{r}$ such that $\gamma_{0} \delta_{1}^{2} \gamma_{1} \cdots \delta_{r}^{2} \gamma_{r}$ is in quasi-normal form.
Note that, if $\gamma_{0}\left(\delta_{1}\right) \gamma_{1} \cdots\left(\delta_{r}\right) \gamma_{r}$ is in normal form then each of the $\omega$-words $\gamma_{i}$ and $\delta_{j}$ is in quasinormal form. This follows easily from condition (c) on the definition of normal form. Also, if $\alpha$ is in circular normal form, then $\alpha$ is in quasi-normal form.

The next lemma is a key result to our objectives. It presents a sort of factorization scheme, for an $\omega$-word $\alpha$ in quasi-normal form, induced by factorizations of elements of $L_{n}[\alpha]$.

Lemma 6.7. Let $\alpha$ be an $\omega$-word of rank $i$ in quasi-normal form, $n \geq \mu[\alpha]$, and $m=\left\lfloor\frac{n}{2}\right\rfloor$. Then there exists a finite set $P_{\alpha, n}$ of pairs of $\omega$-words and a function $\pi_{\alpha, n}$ associating to each pair of words $\left(w_{1}, w_{2}\right)$, with $w_{1} w_{2} \in L_{n}[\alpha]$, an element $\left(\bar{\alpha}_{1}, \bar{\alpha}_{2}\right)$ of $P_{\alpha, n}$ such that the following conditions hold:
(a) $w_{k} \in L_{m}\left[\bar{\alpha}_{k}\right]$ and $\left|\bar{\alpha}_{k}\right| \leq(i+1) \cdot|\alpha| \cdot(m+1)(k=1,2)$;
(b) each $\bar{\alpha}_{k}$ is in quasi-normal form;
(c) it is possible to apply McCammond's expansions of types 3 and 4 to $\alpha$ to obtain the $\omega$-word $\bar{\alpha}_{1} \bar{\alpha}_{2} ;$
(d) if two factorizations $w_{1} w_{2}, w_{1}^{\prime} w_{2}^{\prime} \in L_{n}[\alpha]$ are such that $\pi_{\alpha, n}\left(w_{1}, w_{2}\right)=\pi_{\alpha, n}\left(w_{1}^{\prime}, w_{2}^{\prime}\right)$, then the crossed products $w_{1} w_{2}^{\prime}, w_{1}^{\prime} w_{2}$ belong to $L_{n}[\alpha]$ and $\pi_{\alpha, n}\left(w_{1}, w_{2}\right)=\pi_{\alpha, n}\left(w_{1}^{\prime}, w_{2}\right)=\pi_{\alpha, n}\left(w_{1}, w_{2}^{\prime}\right)$.

Proof. We proceed by induction on $i$, the case $i=0$ being obvious. Suppose that $i \geq 1$ and the result holds for $\omega$-words of rank less than $i$. Write $\alpha=\gamma_{0}\left(\delta_{1}\right) \gamma_{1} \cdots\left(\delta_{r}\right) \gamma_{r}$, where the crucial portions $\left(\delta_{j}\right) \gamma_{j}\left(\delta_{j+1}\right)$ are in normal form. Let $w_{1}, w_{2}$ be words such that $w_{1} w_{2} \in L_{n}[\alpha]$. By Lemma 3.2, there exist integers $n_{1}, \ldots, n_{r} \geq n$ and words $v_{j, h} \in L_{n}\left[\delta_{j}\right], u_{j} \in L_{n}\left[\gamma_{j}\right]$ such that $w_{1} w_{2}=u_{0} v_{1}^{\prime} u_{1} \cdots v_{r}^{\prime} u_{r}$, where $v_{j}^{\prime}=v_{j, 1} \cdots v_{j, n_{j}}$. We distinguish two cases according to where $w_{1}$ ends in the second expression.

Suppose that $w_{1}=u_{0} v_{1}^{\prime} u_{1} \cdots v_{\ell-1}^{\prime} u_{\ell-1} v_{\ell}^{\prime} z_{1}, u_{\ell}=z_{1} z_{2}, w_{2}=z_{2} v_{\ell+1}^{\prime} u_{\ell+1} \cdots v_{r}^{\prime} u_{r}$. Then, by the induction hypothesis, applied to the relation $z_{1} z_{2} \in L_{n}\left[\gamma_{\ell}\right]$, we conclude that there is a pair $\left(\bar{\gamma}_{\ell, 1}, \bar{\gamma}_{\ell, 2}\right)=\pi_{\gamma_{\ell}, n}\left(z_{1}, z_{2}\right) \in P_{\gamma_{\ell}, n}$. It suffices to take

$$
\bar{\alpha}_{1}=\gamma_{0}\left(\delta_{1}\right) \gamma_{1} \cdots\left(\delta_{\ell-1}\right) \gamma_{\ell-1}\left(\delta_{\ell}\right) \bar{\gamma}_{\ell, 1} \quad \text { and } \quad \bar{\alpha}_{2}=\bar{\gamma}_{\ell, 2}\left(\delta_{\ell+1}\right) \gamma_{\ell+1} \cdots\left(\delta_{r}\right) \gamma_{r}
$$

for it is easy to check that $\left|\bar{\alpha}_{k}\right| \leq i \cdot|\alpha| \cdot(m+1)$ while, by Lemma 3.2 $(c), w_{k} \in L_{m}\left[\bar{\alpha}_{k}\right]$ for $k=1,2$. We put $\pi_{\alpha, n}\left(w_{1}, w_{2}\right)=\left(\bar{\alpha}_{1}, \bar{\alpha}_{2}\right)$ in $P_{\alpha, n}$ and we observe that condition $(d)$ holds for every additional pair $\left(w_{1}^{\prime}, w_{2}^{\prime}\right)$ of words. Indeed, if such pair verifies the hypotheses of condition $(d)$ then $w_{1}^{\prime} w_{2}^{\prime} \in L_{n}[\alpha]$ and $w_{1}^{\prime} \in L_{m}\left[\bar{\alpha}_{1}\right]$. Therefore, we deduce from Lemma 4.4 that $w_{1}^{\prime}$ ends in the factor of $w_{1}^{\prime} w_{2}^{\prime}$ which corresponds to $\gamma_{\ell}$ (as it happens with $w_{1}$ in $w_{1} w_{2}$ ), and the observation follows from the induction hypothesis. Finally, note that conditions $(b)$ and $(c)$ are immediate consequences of the hypothesis that the corresponding conditions hold for $\gamma_{\ell}$.

Suppose next that there are factorizations $w_{1}=u_{0} v_{1}^{\prime} u_{1} \cdots v_{\ell-1}^{\prime} u_{\ell-1} v_{\ell, 1} \cdots v_{\ell, p} z_{1}, v_{\ell, p+1}=z_{1} z_{2}$, $w_{2}=z_{2} v_{\ell, p+2} \cdots v_{\ell, n_{\ell}} u_{\ell} v_{\ell+1}^{\prime} u_{\ell+1} \cdots v_{r}^{\prime} u_{r}$. By the induction hypothesis applied to the relation $z_{1} z_{2} \in$ $L_{n}\left[\delta_{\ell}\right]$, we conclude that there is a pair $\left(\bar{\delta}_{\ell, 1}, \bar{\delta}_{\ell, 2}\right)=\pi_{\delta_{\ell}, n}\left(z_{1}, z_{2}\right) \in P_{\delta_{\ell}, n}$. We let

$$
\bar{\alpha}_{1}=\gamma_{0}\left(\delta_{1}\right) \gamma_{1} \cdots\left(\delta_{\ell-1}\right) \gamma_{\ell-1} \delta_{\ell}^{\bar{p}} \bar{\delta}_{\ell, 1} \quad \text { and } \quad \bar{\alpha}_{2}=\bar{\delta}_{\ell, 2} \delta_{\ell}^{\bar{q}} \gamma_{\ell}\left(\delta_{\ell+1}\right) \gamma_{\ell+1} \cdots\left(\delta_{r}\right) \gamma_{r}
$$

where $\bar{p}=p$ if $p<m$ and $\delta_{\ell}^{\bar{p}}=\left(\delta_{\ell}\right)$ otherwise, and similarly for $\bar{q}$ and $\delta_{\ell}^{\bar{q}}$, where $q=n_{\ell}-p-1$. Note that, since $p+q+1 \geq n$, we cannot have both $p, q<m$ and so at least one of the $\omega$-words $\delta_{\ell}^{\bar{p}}$ and $\delta_{\ell}^{\bar{q}}$ is equal to $\left(\delta_{\ell}\right)$. Hence $\bar{\alpha}_{1} \bar{\alpha}_{2}$ can be obtained from $\alpha$ by applying expansions of types 3 and 4 . We can also easily check that $\left|\bar{\alpha}_{k}\right| \leq(i+1) \cdot|\alpha| \cdot(m+1)$ while, by Lemma $3.2\left[(c), w_{k} \in L_{m}\left[\bar{\alpha}_{k}\right]\right.$ for $k=1,2$. We put $\left(\bar{\alpha}_{1}, \bar{\alpha}_{2}\right)=\pi_{\alpha, n}\left(w_{1}, w_{2}\right)$ in $P_{\alpha, n}$ and we note that condition $(d)$ holds for every additional pair $\left(w_{1}^{\prime}, w_{2}^{\prime}\right)$ of words. Finally, note that conditions $(b)$ and $(c)$ are immediate consequences of the hypothesis that the corresponding conditions hold for $\delta_{\ell}$.

To conclude the proof of the lemma it suffices to notice that, since each $P_{\gamma_{\ell}, n}$ and $P_{\delta_{\ell}, n}$ is finite by hypothesis and $\bar{p}$ and $\bar{q}$ can only take a finite number of values, $P_{\alpha, n}$ is finite.

In the situation of the last but one paragraph of the proof of the preceding lemma, we say that the factorization $w_{1} w_{2}$ of an element of $L_{n}[\alpha]$ induces a cut of $\alpha$ at maximal rank. More generally, we say that $\pi_{v, n}\left(w_{1}, w_{2}\right)$ is the cut induced by the factorization $w_{1} w_{2}$ of an element of $L_{n}[\alpha]$. Moreover, in the notation of the proof of Lemma 6.7, we say that the cut takes place at $\gamma_{\ell}$ or at $\delta_{\ell}$ according to whether the first or the second situations in that proof hold.

With the help of Lemma 6.7 we can establish the following important property of the languages $L_{n}[\alpha]$ for primitive $\omega$-words $\alpha$. In its proof, we apply in both directions Schützenberger's Theorem
[27], stating that a language is star-free if and only if its syntactic semigroup is finite and satisfies the pseudoidentity $x^{\omega+1}=x^{\omega}$.

Lemma 6.8. Let $\alpha$ be a primitive $\omega$-word in circular normal form and let $n \geq \mu[\alpha]$. If $L_{n}[\alpha]$ is a star-free language, then so is $L_{n}[\alpha]^{*}$.

Proof. Let $M$ be an integer such that the syntactic semigroup of $L_{n}[\alpha]$ satisfies the identity $x^{M}=$ $x^{M+1}$ and let $K$ be a positive integer to be identified later. Let $N>M K$ be an integer and suppose that $x, y, z$ are words such that $x y^{N} z \in L_{n}[\alpha]^{*}$. The result follows from the claim that, for sufficiently large $K$, depending only on $\alpha$ and $n, x y^{N+1} z$ belongs to $L_{n}[\alpha]^{*}$.

To prove the claim, we start with a factorization $x y^{N} z=w_{1} \cdots w_{m}$ where each $w_{j} \in L_{n}[\alpha]$. Consider each product of $M$ consecutive $y$ 's within the factor $y^{N}$. If at least one of the factors appears completely within one of the $w_{j}$, then we have a factorization $w_{j}=x^{\prime} y^{M} z^{\prime}$ as indicated in Figure 4. In particular, the word $x^{\prime} y^{M} z^{\prime}$ belongs to the star-free language $L_{n}[\alpha]$. By the choice


Figure 4. Case where some $y^{M}$ falls within some $w_{j}$
of $M$, we deduce that $w_{j}^{\prime}=x^{\prime} y^{M+1} z^{\prime} \in L_{n}[\alpha]$. Hence, for $p$ as in Figure 4.

$$
x y^{N+1} z=x y^{p} \cdot y^{M+1} \cdot y^{N-M-p} z=w_{1} \cdots w_{j-1} w_{j}^{\prime} w_{j+1} \cdots w_{m}
$$

is again a word from $L_{n}[\alpha]^{m}$, independently of the value of $K \geq 1$.
We may therefore assume that no factor $y^{M}$ appears completely within some factor $w_{j}$. Thus, the first $K<N / M$ consecutive factors $y^{M}$ which form a prefix of $y^{N}$ as well as the product $y^{N-K M} z$, each starts in a different $w_{j}$, say in $w_{j_{1}}, \ldots, w_{j_{K+1}}$, with $j_{1}<\cdots<j_{K+1}$. This determines factorizations

$$
\begin{align*}
w_{j_{s}} & =w_{j_{s}, 1} w_{j_{s}, 2}  \tag{6.2}\\
y^{M} & =w_{j_{s}, 2} x_{s} w_{j_{s+1}, 1}(s=1, \ldots, K)  \tag{6.3}\\
x & =x^{\prime} w_{j_{1}, 1} \\
y^{N-K M} z & =w_{j_{K+1}, 2} z^{\prime}
\end{align*}
$$

where each $x_{s}, x^{\prime}$, and $z^{\prime}$ is a word from $L_{n}[\alpha]^{*}$, as represented in Figure 5.
Let $P_{\alpha, n}$ and $\pi_{\alpha, n}$ be as in Lemma 6.7 and choose $K$ to be $\left|P_{\alpha, n}\right|+1$. By the pigeonhole principle, there exist two indices $p, q$ such that $1 \leq p<q \leq K$ and the pairs $\left(w_{j_{p}, 1}, w_{j_{p}, 2}\right)$ and $\left(w_{j_{q}, 1}, w_{j_{q}, 2}\right)$ have the same image under $\pi_{\alpha, n}$. By property (d) of Lemma 6.7 we deduce that $w_{j_{q}, 1} w_{j_{p}, 2}$ belongs to $L_{n}[\alpha]$. Hence the word

$$
w_{j_{p+1}, 1} y^{M(q-p-2)} w_{j_{q-1}, 2} x_{q-1} w_{j_{q}, 1} \cdot w_{j_{p}, 2} x_{p}=w_{j_{p+1}, 1} y^{M(q-p-1)} w_{j_{p}, 2} x_{p}=\left(w_{j_{p+1}, 1} w_{j_{p}, 2} x_{p}\right)^{q-p}
$$



Figure 5. Case where each $y^{M}$ overlaps several $w_{j}$
belongs to $L_{n}[\alpha]^{*}$ where, for the second equality, we use the factorization (6.3) with $s=p$ for each $y^{M}$. Now, $w_{j_{p+1}, 1} w_{j_{p}, 2} x_{p}$ is a conjugate of $y^{M}$ again by (6.3) and, therefore, it is of the form $t^{M}$, where $t$ is a conjugate of $y$. By Lemma [6.6 $t$ belongs to $L_{n}[\alpha]^{*}$. On the other hand, note that

$$
\begin{aligned}
x y^{N} z & =x^{\prime} w_{j_{1}} x_{1} \cdots w_{j_{p-1}} x_{p-1} w_{j_{p}} x_{p} \cdot w_{j_{p+1}} x_{p+1} \cdots w_{j_{K}} x_{K} w_{j_{K+1}} z^{\prime} \\
x y^{N+1} z & =x^{\prime} w_{j_{1}} x_{1} \cdots w_{j_{p-1}} x_{p-1} w_{j_{p}} x_{p} \cdot t \cdot w_{j_{p+1}} x_{p+1} \cdots w_{j_{K}} x_{K} w_{j_{K+1}} z^{\prime}
\end{aligned}
$$

where each of the factors separated by the 's belongs to $L_{n}[\alpha]^{*}$. Hence $x y^{N+1} z \in L_{n}[\alpha]^{*}$.
We are now ready to complete the proof of aperiodicity of the languages $L_{n}[\alpha]$ with $\alpha$ in normal form and $n \geq \mu[\alpha]$.

Proof of Theorem [5.1, Let $i=\operatorname{rank} \alpha$. If $i=0$, then $L_{n}[\alpha]=\{\alpha\}$ is certainly a star-free language. We will therefore assume that $i \geq 1$. Let $\alpha=\gamma_{0}\left(\delta_{1}\right) \gamma_{1} \cdots\left(\delta_{r}\right) \gamma_{r}$ be the normal form expression of $\alpha$.

We claim that each of the languages $L_{n}\left[\gamma_{0}\right], L_{n}\left[\delta_{j}\right]$ and $L_{n}\left[\delta_{j} \gamma_{j}\right](j=1, \ldots, r)$ is star-free. It will then follow, by Lemma [6.8 Lemma 3.2 (c)] and since the set of star-free languages is closed under concatenation, that each language $L_{n}\left[\left(\delta_{j}\right) \gamma_{j}\right]=L_{n}\left[\delta_{j}\right]^{*} L_{n}\left[\delta_{j}\right]^{n-1} L_{n}\left[\delta_{j} \gamma_{j}\right]$ is also star-free. Taking also into account Lemma 3.2 (d)] we conclude that the product

$$
L_{n}[\alpha]=L_{n}\left[\gamma_{0}\right] L_{n}\left[\left(\delta_{1}\right) \gamma_{1}\right] \cdots L_{n}\left[\left(\delta_{r}\right) \gamma_{r}\right]
$$

is star-free, as stated in the theorem.
To prove the claim, we proceed by induction on $i \geq 1$. The case $i=1$ is immediate since then all the $\gamma_{j}$ and $\delta_{j}$ are words in $X^{*}$. Suppose that $i \geq 2$ and assume inductively that the claim holds for $\omega$-words of rank less than $i$. Consider the $\omega$-word

$$
\alpha^{\prime}=\gamma_{0} \delta_{1} \delta_{1} \gamma_{1} \cdots \delta_{r} \delta_{r} \gamma_{r} .
$$

By Lemma [3.3, $\alpha^{\prime}$ is in normal form. By Lemma [3.5] since $\operatorname{rank} \alpha>1$ and $\alpha^{\prime} \in E_{2}[\alpha]$, we have $\mu[\alpha] \geq \mu\left[\alpha^{\prime}\right]$. Hence $n \geq \mu\left[\alpha^{\prime}\right]$ and we may apply the induction hypothesis to the $\omega$-word $\alpha^{\prime}$ of rank $i-1 \geq 1$. Since $\alpha$ is in normal form and the $\omega$-words $\delta_{j}$ are Lyndon words of positive rank, the first letter of each $\delta_{j}$ is the opening parenthesis of an $\omega$-subword of highest (and positive) rank. Hence, if $\alpha^{\prime}=u_{0}\left(v_{1}\right) u_{1} \cdots\left(v_{s}\right) u_{s}$ is the normal form expression of $\alpha^{\prime}$, then each factor $\gamma_{0}, \delta_{j}, \delta_{j} \gamma_{j}$ $(j=1, \ldots, r)$ must be a product of some of the factors $u_{0},\left(v_{k}\right),\left(v_{k}\right) u_{k}(k=1, \ldots, s)$. By the induction hypothesis, each of the languages $L_{n}\left[u_{0}\right], L_{n}\left[v_{k}\right]$, and $L_{n}\left[v_{k} u_{k}\right](k=1, \ldots, s)$ is star-free. By the above argument, it follows that so are the languages $L_{n}\left[u_{0}\right], L_{n}\left[\left(v_{k}\right)\right]$, and $L_{n}\left[\left(v_{k}\right) u_{k}\right](k=$ $1, \ldots, s)$. Finally, by Lemma 3.2 $c$. we deduce that each of the languages $L_{n}\left[\gamma_{0}\right], L_{n}\left[\delta_{j}\right], L_{n}\left[\delta_{j} \gamma_{j}\right]$
$(j=1, \ldots, r)$ is star-free, thus proving the induction step. This proves the claim and completes the proof of Theorem 5.1.

We do not know whether the bound $n \geq \mu[\alpha]$ is optimal but we do know that some bound is required, that is that $L_{n}[\alpha]$ may not be star-free for $\alpha$ in normal form. An example is obtained by taking $\alpha=\left((a) a b(b) a^{2} b^{2}\right)$, where $a$ and $b$ are letters. Then $L_{1}[\alpha] \cap\left[a^{2} b^{2}\right]^{*}=\left[a^{2} b^{2} a^{2} b^{2}\right]^{+}$so that $L_{1}[\alpha]$ is not star-free since $\left[a^{2} b^{2}\right]^{*}$ is star-free and $\left[a^{2} b^{2} a^{2} b^{2}\right]^{+}$is not.

## 7. Factors of $\omega$-words over A

In this section we present further properties of the languages $L_{n}[\alpha]$ and derive some applications. The main result of this section is that every factor of an $\omega$-implicit operation in $\bar{\Omega}_{X} \mathrm{~A}$ is also an $\omega$-implicit operation.

For a finite semigroup $S$ let $\operatorname{ind}(S)$ be the smallest $\ell \geq 1$ such that, for some $k \geq 1$ and every $s \in S, s^{\ell+k}=s^{\ell}$. Equivalently, $\operatorname{ind}(S)$ is the minimum positive integer $\ell$ such that $S$ satisfies the pseudoidentity $x^{\omega+\ell}=x^{\ell}$. We begin by proving that finite aperiodic semigroups do not separate an $\omega$-word from its expansions of sufficiently large exponent.

Proposition 7.1. Let $u \in U_{X}$ be an $\omega$-word and $S \in \mathrm{~A}$. If $n \geq \operatorname{ind}(S)$ and $\varphi: \bar{\Omega}_{X} S \rightarrow S$ is a continuous homomorphism, then $\left|\varphi\left(L_{n}[u]\right)\right|=1$. In particular, if $n \geq|S|$ and $w \in L_{n}[u]$, then $S \models \epsilon[u]=w$.

Proof. Since $n \geq \operatorname{ind}(S)$, for every $m \geq n, S$ satisfies the identity $x^{m}=x^{n}$. Hence, for every word $w \in L_{n}[u], \varphi(w)=\varphi\left(u^{\prime}\right)$, where $u^{\prime}$ is the word which is obtained from $u$ by replacing all occurrences of the $\omega$ exponent by $n$. For the second part of the statement of the proposition, it suffices to observe that $\operatorname{ind}(S) \leq|S|$.

The following consequence of Proposition 7.1 will be useful.
Corollary 7.2. If $u \in U_{X}$ is an arbitrary $\omega$-word, then

$$
p_{\mathrm{A}}\left(\bigcap_{n} \operatorname{cl}\left(L_{n}[u]\right)\right)=\{\epsilon[u]\}=\bigcap_{n} p_{\mathrm{A}}\left(\operatorname{cl}\left(L_{n}[u]\right)\right) .
$$

Proof. Denote by $\partial$ the unique homomorphism of $\omega$-semigroups $U_{X} \rightarrow \bar{\Omega}_{X}$ S extending the identity mapping on $X$ so that $\epsilon=p_{\mathrm{A}} \circ \partial$. First note that, since $\partial[u] \in \operatorname{cl}\left(L_{n}[u]\right)$ for every $n$, certainly

$$
\{\epsilon[u]\} \subseteq p_{\mathrm{A}}\left(\bigcap_{n} \operatorname{cl}\left(L_{n}[u]\right)\right) \subseteq \bigcap_{n} p_{\mathrm{A}}\left(\operatorname{cl}\left(L_{n}[u]\right)\right) .
$$

Let $v \in \bigcap_{n} p_{\mathrm{A}}\left(\operatorname{cl}\left(L_{n}[u]\right)\right)$. For a continuous homomorphism $\psi: \bar{\Omega}_{X} \mathrm{~A} \rightarrow S$ onto a finite aperiodic semigroup $S$, let $\varphi=\psi \circ p_{\mathrm{A}}$ and choose any $n \geq \operatorname{ind}(S)$. Then

$$
\psi(v) \in \varphi\left(\operatorname{cl}\left(L_{n}[u]\right)\right)=\varphi\left(L_{n}[u]\right)=\{\varphi(\partial[u])\}
$$

where the first equality follows from the continuity of $\varphi$ and the finiteness of $S$, and the second equality is a consequence of Proposition [7.1]. Since $\bar{\Omega}_{X} \mathrm{~A}$ is residually in A, it follows that $v=$ $\epsilon[u]$.

We also have the following somewhat more precise result for $\omega$-words in normal form.

Theorem 7.3. Let $w \in \Omega_{X}^{\omega} \mathrm{A}$ and let $\alpha$ be the normal form representation of $w$. Then

$$
p_{\mathrm{A}}^{-1}(w)=\bigcap_{n} \operatorname{cl}\left(L_{n}[\alpha]\right) .
$$

Proof. The inclusion $\bigcap_{n} \operatorname{cl}\left(L_{n}[\alpha]\right) \subseteq p_{\mathrm{A}}^{-1}(w)$ follows from Corollary 7.2 For the reverse inclusion, assuming that $v \in \bar{\Omega}_{X} \mathrm{~S}$ is such that $p_{\mathrm{A}}(v)=w$, we have $p_{\mathrm{A}}(v) \in p_{\mathrm{A}}\left(\operatorname{cl}\left(L_{n}[\alpha]\right)\right)$ for all $n$. Let $\left(v_{n}\right)_{n}$ be a sequence of words converging to $v$ in $\bar{\Omega}_{X} \mathrm{~S}$. Then $\lim v_{n}=w$ in $\bar{\Omega}_{X} \mathrm{~A}$ and so, since by Theorem [5.1] the set $p_{\mathrm{A}}\left(\operatorname{cl}\left(L_{n}[\alpha]\right)\right)$ is open and contains $w$, by taking a suitable subsequence we may assume that $v_{n} \in p_{\mathrm{A}}\left(\operatorname{cl}\left(L_{n}[\alpha]\right)\right) \cap X^{+}=L_{n}[\alpha]$. Since $\left(L_{n}[\alpha]\right)_{n}$ is a decreasing sequence of languages, it follows that $v \in \operatorname{cl}\left(L_{n}[\alpha]\right)$ for all $n$.

We now prove the announced main result of this section which does not apparently follow easily from McCammond's results.

Theorem 7.4. If $v \in \Omega_{X}^{\omega} \mathrm{A}$ and $u \in \bar{\Omega}_{X} \mathrm{~A}$ is a factor of $v$, then $u \in \Omega_{X}^{\omega} \mathrm{A}$.
Proof. By symmetry, it suffices to prove the result when $u$ is a prefix of $v$, that is, when there exists $w \in \bar{\Omega}_{X} \mathrm{~A}$ such that $u w=v$. Let $\alpha$ be the normal form representation of $v$. We proceed by induction on $\operatorname{rank} \alpha$. We assume inductively that the result holds for all elements of $\Omega_{X}^{\omega} \mathrm{A}$ with rank strictly smaller than rank $\alpha$.

Since, by Theorem [5.1] $L_{n}[\alpha]$ is a star-free language for every $n \geq \mu[\alpha]$, its closure $\operatorname{cl}_{\mathrm{A}}\left(L_{n}[\alpha]\right)$ is an open subset of $\bar{\Omega}_{X} \mathrm{~A}$. Hence, there exist sequences $\left(u_{m}\right)_{m}$ and $\left(w_{m}\right)_{m}$ converging respectively to $u$ and $w$ such that $u_{n} w_{n} \in L_{n}[\alpha]$.

As an $\omega$-word, $\alpha$ admits a unique factorization in $U_{X}$ of the form $\alpha=x_{0} x_{1} x_{2} \cdots x_{2 p-1} x_{2 p}$ where each $x_{2 i}$ is a finite word and each $x_{2 i-1}$ is an $\omega$-word of the form $x_{2 i-1}=\left(y_{2 i-1}\right)$. Note that we include here the case where $\alpha$ is a word, for which $p=0$. Since $\alpha$ is in normal form, each $y_{2 i-1}$ is an $\omega$-word of rank less than rank $\alpha$ (although not necessarily of rank $\alpha-1$ ). In view of Lemma 3.2 and each relation $u_{n} w_{n} \in L_{n}[\alpha]$, there is a "cutting" index $c_{n} \in\{0, \ldots, 2 p\}$ and there are factorizations $u_{n}=u_{n}^{\prime} u_{n}^{\prime \prime}$ and $w_{n}=w_{n}^{\prime} w_{n}^{\prime \prime}$ such that

$$
u_{n}^{\prime} \in L_{n}\left[x_{0} \cdots x_{c_{n}-1}\right], u_{n}^{\prime \prime} w_{n}^{\prime} \in L_{n}\left[x_{c_{n}}\right], w_{n}^{\prime \prime} \in L_{n}\left[x_{c_{n}+1} \cdots x_{2 p}\right] .
$$

Since the number of possible cutting indices depends only on $\alpha$ and not on $n$, there is a strictly increasing sequence of indices $\left(n_{k}\right)_{k}$ whose corresponding cutting indices are all equal to a certain fixed $c$. By compactness of $\bar{\Omega}_{X} \mathrm{~A}$, one may further assume that the sequences $\left(u_{n_{k}}^{\prime}\right)_{k},\left(u_{n_{k}}^{\prime \prime}\right)_{k},\left(w_{n_{k}}^{\prime}\right)_{k}$, and $\left(w_{n_{k}}^{\prime \prime}\right)_{k}$ converge, say respectively to $u^{\prime}, u^{\prime \prime}, w^{\prime}, w^{\prime \prime}$. By continuity of multiplication, and since $\left(L_{n}[\beta]\right)_{n}$ is a decreasing sequence of languages for every $\omega$-word $\beta$, it follows that

$$
u^{\prime} \in \bigcap_{n} \operatorname{cl}_{\mathrm{A}}\left(L_{n}\left[x_{0} \cdots x_{c-1}\right]\right), u^{\prime \prime} w^{\prime} \in \bigcap_{n} \operatorname{cl}_{\mathrm{A}}\left(L_{n}\left[x_{c}\right]\right), w^{\prime \prime} \in \bigcap_{n} \operatorname{cl}_{\mathrm{A}}\left(L_{n}\left[x_{c+1} \cdots x_{2 p}\right]\right)
$$

By Corollary 7.2 the preceding intersections are reduced respectively to the $\omega$-words $x_{0} \cdots x_{c-1}$, $x_{c}$, and $x_{c+1} \cdots x_{2 p}$. Hence $u^{\prime}, w^{\prime \prime} \in \Omega_{X}^{\omega} \mathrm{A}$ and $u^{\prime \prime} w^{\prime}=\epsilon\left[x_{c}\right]$. If $c$ is even, then $u^{\prime \prime}$ is a prefix of the word $x_{c}$ and hence $u=u^{\prime} u^{\prime \prime} \in \Omega_{X}^{\omega} \mathrm{A}$, as required. Hence we may as well assume that $\alpha$ is of the form $\alpha=(y)$.

By Lemma 3.2 (e), we have $L_{n}[\alpha]=L_{n}\left[y^{n}\right] L_{n}[y]^{*}$. Thus, in view of the relation $u_{n} w_{n} \in L_{n}[\alpha]$, there exist factorizations $u_{n}=u_{n}^{\prime} u_{n}^{\prime \prime}$ and $w_{n}=w_{n}^{\prime} w_{n}^{\prime \prime}$ such that $u_{n}^{\prime} \in L_{n}\left[y^{r_{n}}\right], u_{n}^{\prime \prime} w_{n}^{\prime} \in L_{n}[y]$, and
$w_{n}^{\prime \prime} \in L_{n}\left[y^{s_{n}}\right]$, with $r_{n}+s_{n}+1 \geq n$. If there is a strictly increasing sequence of indices $\left(n_{k}\right)_{k}$ such that $r_{n_{k}}=r$ is constant, then we may assume that the sequences $\left(u_{n_{k}}^{\prime}\right)_{k},\left(u_{n_{k}}^{\prime \prime}\right)_{k},\left(w_{n_{k}}^{\prime}\right)_{k}$, and $\left(w_{n_{k}}^{\prime \prime}\right)_{k}$ converge, say respectively to $u^{\prime}, u^{\prime \prime}, w^{\prime}, w^{\prime \prime}$. As above, it follows that $u^{\prime}, w^{\prime \prime} \in \Omega_{X}^{\omega} \mathrm{A}$ and $u^{\prime \prime} w^{\prime}=\epsilon[y]$. Since $\operatorname{rank} y<\operatorname{rank} \alpha$, the induction hypothesis then implies that $u^{\prime \prime}$ is an $\omega$-word and, therefore so is $u=u^{\prime} u^{\prime \prime}$.

Hence we may assume that $r_{n} \rightarrow \infty$ as $n \rightarrow \infty$. This implies that $y^{r_{n}} \rightarrow(y)$ in $\Omega_{X}^{\omega}$ A. Assuming again that $\left(u_{n_{k}}^{\prime}\right)_{k},\left(u_{n_{k}}^{\prime \prime}\right)_{k},\left(w_{n_{k}}^{\prime}\right)_{k}$, and $\left(w_{n_{k}}^{\prime \prime}\right)_{k}$ converge respectively to $u^{\prime}, u^{\prime \prime}, w^{\prime}, w^{\prime \prime}$, we conclude that $u^{\prime}=\epsilon[(y)] \in \Omega_{X}^{\omega} \mathrm{A}$ and $u^{\prime \prime} w^{\prime}=\epsilon[y]$. Invoking once more the induction hypothesis as above, the induction step is finally achieved, which proves the theorem.

Some applications of Theorem 7.4 can be found in [6]. It plays, in particular, an important role in establishing the main result of that paper, namely a characterization of pseudowords over A which are given by $\omega$-words. Other applications of Theorem 7.4 and of properties of the languages $L_{n}[\alpha]$, such as an algorithm to compute the $\operatorname{closure}^{c_{\mathrm{A}}}(L)$ of a rational language $L$, will appear in a paper which is under preparation [7].
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