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Abstract

With easy access to information, it is only natural that people and companies try to extract the

maximum value from it. For instance, every large retail brand and shopping centre in the world

strives to collect data about their customers and habits. Knowledge can be extracted from this data

with data mining techniques. Due to this relentless demand for new knowledge in data, learning

new means of obtaining it can bring great competitive advantages.

Several works are mentioned in the literature attempting to extract knowledge from retail data.

Sometimes sequence mining techniques are applied in the e-commerce context. This type of ap-

proaches tries to analyse the click-stream data as sequences of events. However, few of them have

used sequence mining techniques. Here, the notion of event represents a visit a person performs to

a store. These techniques analyse data representing sequences of events (e.g. clicks on web pages

or visits of customers to stores), extracting frequent sub-sequences (e.g. a significant number of

customers visit store A, then store C, then store B). Each visit is characterized by a number of

features, such as the store name and category and the day and time of visit. One of the interesting

issues to explore with sequence mining is related to the different representation of sequences that

can lead to different knowledge extraction.

This dissertation reports an empirical study to extract knowledge about customer behaviour

from data representing visits of customers to stores in the brick-and-mortar context using sequence

mining techniques. The dataset is composed of spatial-time referenced data of customer locations

in a shopping centre. A sequence is a set of one or more visits. Each visit is composed of a client

ID, a store, and the time of that detection and other related information. We explore sequence min-

ing techniques on different representations. With this study, we concluded that these techniques

can be used to obtain some pieces of information contained in the data. We found evidence that

they can be used to extract information in all the tested representations. We also describe other

subjects and guidelines that are important to implement this solution in a retail dataset.





Resumo

Vivemos numa altura onde o acesso à informação é cada vez mais fácil. Esta facilidade leva

a que pessoas e empresas tentem extrair o máximo de valor inerente. Um pouco por toda a parte

as grandes marcas de retalho e de centros comerciais competem entre si para conseguirem oportu-

nidades de acesso a dados relativos aos clientes e aos seus hábitos. Esta procura desenfreada leva

a que se tentem encontrar novos meios para a sua deteção com o objetivo de se conseguir obter

alguma vantagem competitiva sobre os concorrentes. Esta informação pode ser encontrada através

do uso de técnicas de Data Mining.

Nas referências da dissertação estão presentes vários exemplos de tentativas de extração de in-

formação no contexto de retalho. Atualmente, existem já vários exemplos de aplicação de técnicas

de sequence mining aplicadas no retalho online. Este tipo de aplicações procura analisar a ordem

de clicks por parte dos utilizadores em aplicações web. No entanto, as técnicas de sequence mining

raramente são usadas. Estas técnicas analisam dados que representam sequências de eventos (por

exemplo, visitas de clientes a lojas), com o objetivo de encontrar subsequências frequentes (por

exemplo, um número significativo de pessoas visita em primeiro lugar a loja A, depois visita a

loja C e finalmente visita a loja B). Cada visita é composta por um determinado número de car-

acterísticas, como o nome da loja, a sua categoria e o dia e a hora em que a visita foi feita. Uma

das questões interessantes a explorar com a utilização de sequence mining está relacionada com as

diferentes representações de sequências que podem levar a diferentes extrações de conhecimento.

Esta dissertação relata um estudo empírico para a extração de conhecimento sobre o compor-

tamento de clientes a partir de dados que representam visitas de clientes usando sequence mining.

A base de dados é composta por dados espácio-temporais de lojas em que os clientes estiveram

num centro comercial. Uma sequência é um conjunto de uma ou mais visitas. Cada visita é com-

posta por um ID de cliente, uma loja, o momento de detecção e outras informações relacionadas.

Exploramos técnicas de sequence mining em diferentes representações. Com este estudo concluí-

mos que estas técnicas podem ser usada para obtermos alguma informação contida nos dados.

Encontramos evidências de que estas podem ser usadas para extrair informações em todas as rep-

resentações testadas. Também discutimos outras informações e diretrizes que serão importantes

para implementar esta solução numa base de dados de retalho.
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Chapter 1

Introduction

We live in a world where there is an increasing influence of technology in our lives. Every

day we come across with new technologies and devices that, in one way or another, influence our

way of living. Because of this, there has been a steady increase in available information and in the

use of technologies. The evolution of storage technology also follows this pace and it is becoming

easier to store large amounts of data. For example, in 1985 the cost of a GigaByte was in the order

of 500 000 USD and it is currently of approximately 0.10 USD [MT03]. With the constant evolu-

tion of technology and the lower costs of storing information, it is evident that we are witnessing

a boom of information in the XXI century.

The access to all sorts of information it is getting easier so people and companies are trying to

acquire the maximum possible amount from it. Given the quantity and diversity of available data,

it is not always easy to extract valuable information from it. Knowledge extraction techniques are

used to find important hidden patterns and exceptions in data. Those techniques are often called

data mining techniques. One specific type of data consists of sequences of events (e.g. clicks

on websites). The analysis of this type of data requires specific methods, referred to as sequence

mining techniques.

One domain where the growth in volume and diversity of data has been particularly significant

is the retail industry. Among other problems, store and product differentiation have always had a

great impact in this business. Studies show that the quality of the stores and the service provided

influence individuals to buy more [CdL03]. One way of differentiating is the constant use and

adaptation of new technologies in the business. The use of new technological developments in

physical stores can potentially improve the customer’s relationship with the brand and boost its

sales. The gap between technology and physical stores has been bridged over time through the de-

velopment of projects such as applications of on-line purchase of products, analysis of the impact

of promotions, the creation of newsletters, and many other examples. Those approaches led to an

increase of purchases and an increase of quality in the buying experience of e-commerce retail.
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Introduction

However, facilitating the purchases of consumers is not the only effective way to use the tech-

nology available. In order to get more people to buy their products, companies should also un-

derstand as well as possible their customers and their behaviour. The use of new technologies can

also lead to a better understanding of the clients. If retailers know the profiles of their customers,

that will allow them to better sell their products as well as satisfy the customers.

This project was carried out in collaboration with Movvo1. This company is specialised in

detecting buyers behaviour and providing important information to retailers, shopping centres and

marketing professionals. Through an innovative system of indoor detection of people, the com-

pany can collect Spatio-temporal data of people moving in places where the system is deployed.

Thus, it has access to a large amount of data related to buyer location in a physical space and that

can be very useful for the owners of those locations to gain a competitive advantage over their

competitors. In order to extract the best possible information contained in this data, the company

uses various data mining techniques.

1.1 Motivation and goals

The main goal of this project is to explore the use of sequence mining techniques for the anal-

ysis of data about customer visits in a shopping centre, as collected by Movvo’s system. This

analysis can potentially add important knowledge to the owners of shopping centres or specific

retail stores. It also may provide knowledge about the trajectories that customers follow inside a

shopping centre, founding the most popular combination of stores. This can be useful for several

reasons. The location of a store is many times referred to the most important decision in terms of

future success of the business [KCK02]. If we analyse some of the most frequent subsequences

of stores we can understand the relation that a store has with the others in the clients’ visits. For

instance, knowing that a lot of people are attending two different shops, could lead to the reposi-

tioning of those two stores, with the goal of increasing the flow of people in certain areas. This

could lead to increase the possibility of more purchases in the stores of those areas.

The ideal space where future stores in the shopping centres will be placed can also be a possi-

ble object of study by the analysis of this data. With a previous sequence mining analysis in other

shopping centres, we could put new stores in an area where there are stores with a stronger relation

between them to increase the convenience of buyers. We could also place it at some distance from

them in order to increase the flow of customers in the intermediate stores. After that analysis, we

could choose the convenience over the flow of people or vice versa. The location of future stores

and the influence in the flow of people in a shopping centre are only two examples of the possible

use of the sequence mining techniques. The potential for the use of this analysis in other situations

and contexts is huge.

1https://movvo.com/
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The information contained in retail-related datasets is not restricted to their location. Many

other factors are present in them like the time they happened, for example. These datasets can be

used to build a richer representation of the sequences. With these different representations, more

interesting analyses can be performed over the datasets, leading to results in a different spectrum.

A simple example of the type of knowledge is the following. If we know that a considerable

percentage of buyers in a shopping centre who go first to brand X and then to brand Y go after

that to brand Z, this may be interesting both for the owners of these stores and to the owner of

the shopping centre. The owners of the stores can have a better understanding of the behaviour of

their own buyers and make deals with the other related stores to boost the sales even more. The

shopping centre owner can have a bigger picture of the clients and take advantage of selling hotter

store’s sequences locations with better prices, for example. We can say that having access to this

type of information is potentially quite advantageous. The way the owners of commercial spaces

and shopping centres may or may not use that information to gain a competitive advantage over

their competitors is out of the scope of this project but the inherent value of this information can

be valuable.

1.2 Project

In this project, we analysed data provided by Movvo, containing sequences of customer visits

in a Portuguese shopping centre where the client tracking system is already implemented. Each

one of these sequences represents the path of a visit to the shopping centre of one of the buyers.

Each element in the sequence represents a single place that was visited and the sequence is sorted

in temporal order. For example, if a buyer enters in the shopping centre and visits brand X first,

then brand Y, then brand Z and finally exits the shopping centre this sequence of events will result

in a data sequence similar to: < Entry - X - Y - Z - Exit > We applied sequence mining algorithms

to analyse these sequences with varying degrees of confidence to look for frequent subsequences.

The sequences represent common paths followed by the buyers. That information, along with

other processes, were used to find buyers behaviour in the shopping centre.

This project was divided in experiences with different representations. Each representation

contained different elements. This diversity of elements in each experience led to a complete

analysis of the retail data. By dividing the experiences in representations we were able to detect

different types of information related to each type of elements.

There are several techniques for sequence mining. Each of these techniques has the same goal

but are quite different both in its implementation and in the input format of data and output format

of patterns. Different techniques were considered and the ones that fit the problem best, namely

concerning the different possible types of representation of the sequence, were used.
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Before the application of the sequence analysis algorithms, a significant amount of effort was

dedicated to preparing the data. The input required for the execution of each sequence mining

technique is often different and so it was important to properly format the data for the selected

algorithms. In addition, the data provided was in a raw format and, therefore, had to be refined.

For instance, it is necessary to remove information which is incomplete or is not suitable for a

given technique.

The definition of the appropriate threshold support is the most important factor on the quality

of the results. It was also very important to define the minimum size of the sequences and the

minimum number of stores that will be considered in a visit. This limitation of visits was used to

refine the results.

The implementation of the sequence mining algorithms led to the discovery of various patterns.

This information can later lead to potentially obtain a better understanding of clients’ habits and to

the discovery of some of the buyers’ intentions in a shopping centre. When you are doing sequence

mining analysis in clients’ visits there are some patterns that are quite expected to be found like

a sequential visit of various shops of the same type (various female shoe stores in sequence, for

example) or a sequential visit to stores that complement another purchase (going to baby clothing

store and after that to a toy store, for example). In some cases were found some patterns that

seemed strange at first sight. This kind of patterns provided important new information in the

study of the sequence mining analysis and in some case they proved to be an important eye-opener

to new perspectives.

4



Chapter 2

Basic Concepts and Related Work

In this chapter, we discuss the basic concepts of the areas that are related to the work described

in the dissertation and we present some of the main directions of research in sequence mining

and behaviour prediction. Although not being applied in the dissertation, behaviour prediction is

discussed as a possible element in a future improvement of the analysis. The technological and

scientific choices that we made were based on this discussion. Furthermore, we identify some

opportunities that this work presents.

2.1 Data Mining

Every day, about 2.5 quintillions (2.5 x 1018) bytes of information is created in the world and

every two years the amount of stored information doubles [Big12]. The vast majority of the current

databases are large and can contain much information. Analysing by hand each element to look for

valuable information would be unaffordable. Due to this huge growth of stored data, some soft-

ware and techniques are not capable of managing and processing it in a reasonable amount of time.

Data mining consists of a set of techniques that will extract non-trivial, previously unknown,

but useful hidden information from large databases and in the fastest time possible [HPK06].

Mayer-Schonberger and Cukier also states that data mining is the term used to refer to things that

we can do on a large scale, that are not possible to do on a smaller one, by extracting new informa-

tion or create new forms of value [MSC14]. In order to improve and organise the processes related

to data mining, Labrindis and Jagadish [LJ12] propose a process model represented in figure 2.1

divided into two main phases: data management and analytics.

The data management phase includes the processes that are leading directly to the modification

of data. These processes are concerned with gathering and storing the data, refinement, extraction

of information, integration, modelling and retrieval. The analytic phase is where the extraction of

knowledge from the data occurs. This phase includes all the representations of the analysed data

5
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Figure 2.1: Big data main processes [LJ12]

and the conclusions taken from it.

Data is available in diverse formats: text, audio, video, social networking data, etc [GH14].

Even when the format is the same, there are a lot of aspects that distinguish two different databases.

For example, in a database the different attributes of each element can be separated by point, semi-

colon or tabs. To process different databases, we need different approaches. There are techniques

and technologies that are specific to different types of data. Because of that, the selection of tools

and technologies to use in a data mining project will be essential for the success of the project.

A good example of a possible use of data mining could be described in a search engine:

Google, for example. Every day, people submit in this platform hundreds of million of queries. If

we think each one of those queries describes the information a user needs, we can gather that set of

queries in a huge collection and detect behaviours from people that can lead to some conclusions.

For example, in 2016, Great Britain made a referendum about the country membership in the Eu-

ropean Union. The day after the win of the "Leave" vote, due to the use of data mining techniques

on the queries, Google claimed that the first five trending searches in the United Kingdom were

about the European union [Bre16]. That fact reveals that there were a lot of people in the United

Kingdom that did not search those queries before the election, but only after the results. This could

lead to several questions as "Were people well informed enough for voting?" or "people did not

really think that leave option could win". Other application of data mining techniques in Google

could also be the prediction of a disease. If the frequency of the search of queries related to the flu

increases substantially, it is expected that a lot of people are sick. This way, Google can predict

up to two weeks before the occurrence of a flu epidemic than the medical institutions can [HPK06].

Youtube, the largest platform for sharing videos in the world, deals with thousands of video

uploads every minute. Storing video data is more complicated than other types of data because

they occupy more space. This size could potentially lead to a more complicated data mining be-

cause the larger the size of the data, the greater will be the time of processing it. Nevertheless,

there are implemented recommendation systems, lists of the most trending videos at the moment,

etc. These features that are present on Youtube, come from the use of specific data mining tech-

niques that try to select the most relevant results for each user [CDL08].

Data mining techniques can be virtually applied to every dataset and its use can be very helpful
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to all sectors of a company. Factors like the time available, the domain of the data set and the

selection of desired fields of information must be very well controlled because a bad consideration

of them can lead to wrong results. It is very important to study different factors of the dataset that

you want to apply the data mining techniques before you start applying them.

2.2 Data Mining for Retail

Retail is a fundamental economic activity. All of the stores that sell a product or a service, big

or small, are considered to be in the retail business. This sector of the economy is normally very

competitive. Usually, every store or retail company tries to differentiate themselves from other

stores by changing product prices, increasing the convenience of the clients, offering promotions,

etc. Thus, retailers must know very well their customers and their habits to be able to make the

right decisions.

The increase of the population living in urban areas has led to an increase in the number of

shopping centres in the world. This kind of commercial spaces can be very convenient to people,

gathering several types of stores in one place. But, due to the fact that there are many shopping

centres that compete with each other and all of them want to be the best, they need to find ways to

gain a competitive advantage over the others.

Using data mining in shopping centres can be very beneficial to them because they will be able

to extract new information about their business and about the stores. There are several processes

in retail that could potentially benefit from the use of these techniques and that are already being

used. For example, the location of a store can be a very important factor of success and the chang-

ing of it can be, most of the times, irreversible [CTK13]. If we could predict an ideal place for a

store we could make the store generate more money and increase their chances of becoming suc-

cessful. Theoretically, if a store is in a place that has a good access and it is near the store’s target

audience it will sell more. By applying data mining techniques to the data from previous stores,

the owners can understand what are the most important factors for the success of the business and

then choose the best location.

Retail has undergone a lot of changes due to the introduction of new technologies in society.

Retailers have to adapt to these changes in order to keep up the pace with the technology devel-

opment and with the new companies selling online and not physically. Knowing that two thirds

of mobile phone users use or have used mobile phones to buy a product online [CCS14], one of

their main effort is to create mobile and web applications that could compete with already exist-

ing online stores. The retailers are continuously adapting their processes in the physic stores and

creating online marketing campaigns to adapt to the growing use of new technologies. But even

so, there are quite a few ways to improve their adaptation. One of these ways is to apply different
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data mining techniques to different types of information.

If a retailer knows where her customer have been in their store she can learn important in-

formation about their profiles and habits. The access to that information can lead to a better

understanding of those customers and an increase in the profit of the retailer. This kind of solution

is not only being used in retail but also in tourism, mobility research and many other commercial

areas [XCA05, Lie13]. There are also projects that already have the ability to collect customer

data in the stores in order to profile them with patterns and clusters with attributes as age, gender,

locations visited inside a shopping centre, etc. Lin writes about a system that is able to detect peo-

ple using WIFI-based indoor localisation technology [Lin13]. This technology is able to detect the

movement of people in a shopping centre. After one week of data gathering, the author used data

mining techniques to implement a recommendation system allowing the owners to better predict

where their customers would go next.

There are a lot of opportunities and possible ways to improve the use of data mining in retail.

Despite being already in use in many places, there are many possible future applications for them

in this type of business. The retail stores that will invest in them in a short term may benefit with

its use and gain a competitive advantage over their competition. This investment could be made in

improving the current features or developing new ones.

2.3 Sequence Mining

Each data mining method is able to identify a restricted type of patterns. For example, With

association rules [Agr], we can formulate a rule X => Y, meaning that when X occurs it is likely

that Y also occurs. With its use it is not possible to obtain patterns such as Buy A implies Buy B

within a certain time interval or people Buy C every week [ZB03]. However, a lot of data includes

this type of temporal information that is interesting. Often these temporal relations represent se-

quences that are interesting. These sequences are a set of ordered events that are recorded in a

database. The goal of sequence mining techniques is to analyse a large set of data with a sequence

format and extract the maximum possible similarities between them. [MSW14]

2.3.1 Definition

Generally speaking, we can say that sequence mining is the use of a method that has the goal

of finding patterns in a database that contains data in sequence format [CTG12]. The minimum

similarity level between the candidates and the original sequences that we are analysing when we

use sequence mining is called support threshold. To set this value, the user needs to find the level

that he considers satisfactory for the algorithm to find only patterns with a similarity level above it.

For example, if we define a threshold of 10%, we will receive all the sequences that were present

in at least 10% of the original sequences in a dataset. Sequence mining is often referred to as

8
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sequential pattern mining.[ZB03]

Time is a very important and decisive factor in sequence mining. The elements of a sequence

have to be organized in order of occurrence. So it is mandatory to order the items that are con-

tained in the sequences. Time can also be a factor of further analysis if we include it as a factor

when detecting sequence similarities.

A sequence can be defined as an ordered list of itemsets ai denoted by < a1, a2, . . . an >, with

n ⊂ N being the last member of the sequence . A sequence with k itemsets is called k-sequence.

An itemset can be defined as a set of items s j, {s1, s2, . . . sn}. Each item can only occur one time

in each itemset, but can occur multiple times in a sequence. A sequence S1 < a1, a2, . . . an > is

contained in a sequence S2 < b1, b2, . . . bn > where integers i1 < i2 < · · · < in exist such that a1 ⊆
bi1, a2 ⊆ bi2, ... ,an ⊆ bin. For example, sequence < {a} , {b} , {c,d} > is contained in the sequence

< {y} , {a, f} , {b} , {e, f} , {c, d, x} >, whereas < {a , b} > is not contained in the sequence <

{a}, {b} >. The first example implies that a and b are concurrent while the second implies that b

occurs after a [Oli15].

2.3.2 Sequence representations

The information contained in a sequence can be very diverse. Sequences’ structure is very

modular and this allows us to choose different ways to represent the same information. So it is

very important to correctly define the content that we want to add in order to better decide a fitting

sequence structure to use later. This fact happens in the sequences because each sequence is a set

of itemsets by itself. For a better understanding and consistency, a sequence S will be represented

as < {a} , {b} , {c} > where the elements {a}, {b} and {c} are itemsets.

For example, if we want to register the people that passed by a certain location over time we

can use a sequence to represent it. Let us imagine that 3 people P1, P2 and P3 passed in that

location by this temporal order. We can represent this sequence with < {P1} , {P2} , {P3} >. Each

members of the sequence is an itemset so we could store more information in each one. For in-

stance, we can easily add information such as age or the weight of the person in each itemset. The

first person is 23 years old and weighs 60 kilograms, the second is 36 and weighs 72 kilograms,

and the third is 52 years old and weighs 82 kilograms In this case the sequence could be something

like < {23, 60} , {36, 72} , {52, 82} >. This way the data in sequences can become very detailed

and contain different sources of data about each element.

The elements belonging to each itemset can also have different formats. Each one of them will

keep the other attributes and add the new one. For example, we can add a string for each person

representing the place of residence. If we continue with the former example the new sequence

could be: < {23, 60, London} , {36, 72, Liverpool} , {52, 82, Manchester} >.
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2.3.3 Basic Algorithm and SPAM algorithm

All the sequence mining algorithms have a similar structure. The first step is to find all the pos-

sible sequence candidates. Different sequence mining algorithms use different ways of choosing

valid candidates according to the criteria chosen by the user. In the second step, we calculate the

support of the found sequences. All the candidates that are at least equal to the minimum support

threshold are identified and gathered in the returned solution.

Figure 2.2 presents the pseudo code of one of the first set of sequence mining algorithms:

Apriori-Based algorithms. The structure is very similar to the most recent algorithms. First, the

algorithm stores all the possible candidates of being sequences in L1 (step 1). A subsequent iter-

ation k is divided into two phases. In the first one, the large itemsets Lk−1 found in the (k− 1)th

iteration are used to generate the candidate itemsets Ck (step 3). In this step, an apriorigen function

is used to select all the possible candidates. The main goal is to prune the candidates that not fit

in a predetermined criteria. After this, the database is scanned and the support of the selected

candidates Ck is calculated(step 7). This selection results in Lk that is the subset of Ck but only

with candidates that have an equal or higher frequency than the minimum support threshold.(step

9) The sequences found by the algorithm will be the union of the values contained in Lk [AS94]

(step 11).

The essential step for the algorithm to be more efficient is the apriorigen function. For fast

counting, we need to efficiently determine the candidates in Ck. This is the step that keeps evolv-

ing since the creation of the first sequence mining algorithm [AS94]. As new techniques have

been applied to other algorithms types of sequence mining, the improving of this function as been

the main difference between them.

There are two general properties that are applied in the selection of the candidates in the

sequence mining algorithms:

• if the sequence < a, b, c > is frequent, so is < a, b > and < b, c >

• if a sequence S is not frequent, then none of the super-sequences of S is frequent. Ex: If <

a, b > is infrequent, than < a, b, c > is also infrequent.
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Figure 2.2: Pseudo Code of Apriori algorithm [AS94]

SPAM algorithm is one of the sequence mining algorithms. It is considered one of the efficient

algorithms for mining sequences [AGYF02]. This algorithm has a generate-and-test feature to test

all the possible candidates. With this algorithm the memory consumption is reduced by an order

of magnitude related to the size of the database.

2.3.4 Algorithms Types

In terms of sequence mining, we can refer to three main groups of algorithms: Apriori-based,

Pattern Growth and Early-Pruning [ME10]. Each one of these groups contains several algorithms

that try to reach the same solution but through different approaches.

The Apriori-based algorithms use a generate-and-test type of approach. They select candi-

dates and then test them. They are based on the premise that if any sequence X is not frequent,

then another sequence that contains X will not be frequent, and thus, it will be possible to enhance

our choice, decreasing the number of potential solutions. This group of algorithms were the first

to emerge.

On the other hand, Pattern-Growth-based algorithms use the generate incremental approach.

During the incrementation, these algorithms use methods of divide-and-conquer that will make

more accurate projections in order to reduce the number of possible sequence candidates compar-

ing to the previous ones. This type of algorithms arose from the need to find different approaches

of Apriori-based algorithms that were often rudimentary and not very optimised.
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Finally, in most recent years, approaches that attempt to prune candidate sequences as soon

as possible are being developed, thereby making the process more efficient. These algorithms

are called Early-Pruning algorithms and they are very similar to the Growth Pattern-algorithms,

with the exception of the sequences candidate selection process. In these algorithms are applied

more recent techniques that allow these algorithms to be faster in this process comparing to other

sequence mining techniques.

Figure 2.3 presents a complete taxonomy of the existing algorithms and methods of sequence

mining. In this organisational chart, we can see the algorithms divided into three main groups:

Apriori-based, Pattern Growth and Early-Pruning. In each one of the groups, we can also notice

a division of the algorithms based on the approach used and theoretical basis. Some of the al-

gorithms belong to more than one of the branches. For example, the SPADE algorithm uses a

temporal-vertical database as a temporary memory and it uses a lattice transversal method as a

process of visiting each node in a tree data structure.

Figure 2.3: A taxonomy of sequence mining algorithms defined by Mabroukeh and Ezeife. Re-
produced from [ME10]

2.4 Related Work

Many projects used sequence mining techniques in recent years in different domains. In this

section, we will mostly discuss projects that used sequence mining and are somehow related to

retail and sales or to a similar area of interest.
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Cabanes et al. propose a system of detecting human path behaviour inside a physical retail

store with a powerful tool that detected homogeneous sub-sequences of spatio-temporal data col-

lected by a RFID system [CBDJ09]. Cabanes et al.’s project used sequences related to the locations

of the clients. After the sequence mining analysis on the data, the authors propose a system that

helped define different preferential areas of the clients inside a physical store. With those areas he

did a study on the behaviours in the most frequently paths.

In 2006, Eichinger et al. used sequence mining techniques to find customer behaviour predic-

tions on the field of telecommunications [ENK06]. The dataset was composed of real customer

data from a major European telecommunication provider. Each sequence represented a time or-

dered set of actions that one client made. For example, one sequence could be something like <

{call, 9126} , {sms, 2543} , {video-call, 3222 }, {call, 3222 } >. In this project the authors com-

bined sequence mining techniques with decision trees to build a classifier for each sequence of

data in order to divide the data in branches and enable the analysis of separate segments of clients.

This also allowed the division of sequences with single events that needed to be separated from

the others. These sequences had to be separated in order to not negatively influence the results of

the other sequences that contained more than one element. The authors concluded that the classic

definition of support threshold and usual sequence mining techniques were not enough to reach

customer behaviour prediction. However, they were capable of finding potential relationships that

could later lead to that goal. The application of sequence mining in the telecom industry has also

been studied by people from Samsung Research America [MSW14]. The main goal of this project

was to make the phone understand frequent sequence patterns from the user. Each sequence was

composed with actions performed by the user in a mobile operation system. The project resulted in

a new functionality that gave users the possibility of enabling applications that were chosen more

often in a similar usage context, improving the interaction with the phone and the user experience.

The developed system used was the Mobile Sequence Miner (MSM), an algorithm adapted to this

context but based in the PrefixSpan algorithm.

Another project was the one developed by Bermingham and Lee [BL14]. Their goal was to

extract spatial-temporal patterns from data from Flickr, a social network of photo sharing. Their

work consisted in the detection of the most frequent sequences of visits by tourists to different re-

gions in Queensland, an Australian state. They used a framework called sequential pattern mining

framework to analyse the data. The use of this technique help the researchers to conclude where

and when people were going and where they were likely to go next. The division in regions-

of-interest and the consideration of space and time simultaneously made this work particularly

interesting. The use of sequential pattern mining algorithm is also verified in Tsai and Lai’s work

[TL15]. In this project, the authors tried to identify spatial-temporal behaviours from the visitors

of a simplified theme park. They used a type of sequence called Location-Item-Time sequence

that uses locations from the park. They developed an algorithm that had the objective of finding

the most popular locations in sequence called Location-Item-Time PrefixSpan algorithm, as an
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adaptation of the PrefixSpan algorithm. The use of this algorithm help to prove the possibility of

developing a system that could help managers to better understand visitors experiences and even-

tually discover behaviour intentions.

A probabilistic database framework was also developed by Muzammal [Muz12]. The objec-

tive of this framework was to find the most certain option in situations of the uncertainty of a source

associated with an event. They first used dynamic programming to compute the probabilities and

then use a breadth-first algorithm (similar to GSP) and depth-first (similar to SPAM) algorithms

that generated the best candidates. These GSP and the SPAM algorithms are included in the figure

2.3 and are both apriori-based. The results showed optimisations in CPU cost compared to other

conventional methods.

Sequence mining was also used in some projects in the pharmaceutical industry. Wright pro-

posed the use of sequential pattern mining to predict the next medication to prescribe [WWMS15].

The CSPADE algorithm was used to mine sequential patterns of diabetes prescriptions. The study

concluded that CSPADE algorithm was effective in predicting the next steps in a patient’s med-

ication regimen because the technique is an efficient tool to discover temporal relations between

different medications.

Goel and Malick developed a system of detection of customer purchasing behaviour using se-

quential pattern mining [GM15a]. The main goal was to understand the behaviour of bank clients.

It was expected to help to improve the efficiency of the bank in terms of creation and management

of accounts. In this project the PrefixSpan algorithm was used, with the FP Growth algorithm to

find candidates. The K-means algorithm was used before the application of PrefixSpan to divide

the clients into clusters.

2.5 Behaviour Prediction

Behaviour Prediction is the study of predicting future events that will happen within a deter-

mined scope. This prediction can be obtained with different activities. The use of analysis of data

and machine learning activities are two of them [Abb15]. This kind of information is not easy to

obtain and it is difficult to be somehow accurate about the conclusions. This happens when the

conclusions are only based in one activity. If we want to be more accurate we need to add several

kinds of data during the behaviour prediction analysis. For example, if we want to analyse the

behaviour of the clients that receive a call from a call center that sells a product, we can perform

data mining in their interactions and evaluate the success rate. But only this data can not be enough

to predict behaviours from their future clients. For example, if we have a tracked register of the

conversations we can analyse in what point of the conversation the people rejected the product.

Knowing this kind of behaviour the call center company can try to improve the process in those
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specific parts of the conversations to make a better persuasion job in the future calls.

There are a lot of areas where behaviour prediction already happens such as psychology, eco-

nomics or marketing. Adapting common behaviour prediction to human behaviour prediction can

be very complex to do. In figure 2.4, we can observe an example of a model of human behaviour

detection in a hospital. In this model, there are plenty of variants that can be discovered before we

can reach to conclusions about the behaviour. There other systems of behaviour prediction that

are more simple and straightforward. Because of that some of the factors that will determine the

prediction of Human behaviour must be very well crumbled.

Figure 2.4: Example of a model of human behaviour prediction [FY03]

One important thing about behaviour prediction is the representation because, without a model

that defines the process correctly, it is going to be very difficult to implement a successful project.

One of the most often used graphical models is the Bayesian Network Model that represents the re-

lationships between variables and condition dependencies in a system (Figure 2.5 ). The Bayesian

Network Model is a type of model that represents several variables and the their conditional depen-

dencies between them. There are also other people investigating new frameworks of representation

to suit behaviour prediction better. This happens because there are usually multiple objectives and

constraints in a project [Abb15]. One of those frameworks was proposed by Abassi and he claims

that the implementation of this new framework could make retail stores to be ten percent more

accurate and could lead to an increase of millions of dollars in sales in the e-commerce stores
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analysed.

Figure 2.5: Example of a Bayesian model network modelling consumer purchases and travel
choices [Yan10]

One example of a project that aimed the discovery of customer behaviour is the one proposed

by Goel and Malick [GM15b]. In this paper, using some techniques of sequential pattern mining,

the authors tried to find some purchasing patterns in a bank facility. With that analysis together

with other data like the effective purchases of the clients, they concluded that it was possible to

determine some customer purchasing behaviours. In this project it was made an analysis of se-

quence mining by comparing it with previous data provided by the bank that was not related to

sequence mining analysis.

A very interesting sub-area in behaviour prediction is the nonrecurring behaviour analytics. It

is motivated by the necessity to detect behaviours of a system that should be possible but for some

reason, do not occur [CS15]. This may be due to different reasons such as bad system imple-

mentation or system hacking. It is interesting for areas with critical systems like banking, capital

markets, government services and also consumer behaviour. One example of the possible advan-

tages of the application of retail analysis is the detection of a boycott on some product or sales area.
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Figure 2.6: Example of a Bayesian model network for consumer behaviour prediction in e-
commerce [Abb15]
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Chapter 3

Case Study

In this chapter, we explore the different components executed in the project and justify the

choices that we made. An analysis on the available data was performed to better understand it and

to have the ability of comparing the results of the experiences with it. We also explain how the

project was developed and the answers that could be answered with it.

Figure 3.1 summarises the approach followed in this project. The blue rectangles represent the

most crucial components of the project and the ones we have implemented. All the project was

repeated many times for each experience until we reached at least some satisfactory results. Each

of the components was also improved during the duration of the project. The white rectangles

represent the components that could later lead to a system that potentially could predict behaviour

intentions of buyers automatically in the future. These components were not implemented due to

the time restrictions.

3.1 Data description

All the data used in this project was provided by Movvo. Using data collected by antennas

placed in shopping centres, the company manages to collect information about the movement of

the people. The information is refined and then transformed to represent the visits of customers to

the stores, at a given time. All store names and people are identified with a numerical identifier

due to the confidentiality of the information.

The dataset is composed of 102110 records collected in a shopping centre in Porto. Each

record represents one person passing by a determined place at a certain time. Each record con-

tains not only the store but also the time, the duration of the visit and other parameters. These

parameters allow us to add more extra knowledge to each record. With the time parameter, we

can find the day of the week and the time of the day of that detection. With the location, we can

uncover which store is being visited and its respective category. The field that represents a person

is a unique ID that changes for each visit. If a person visits the shopping centre in another day
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Figure 3.1: Diagram of the process that we have used during the dissertation. In blue rectangles
are the most crucial phases of our project. In white rectangles are the phases that will not be
implemented but could lead to an automatic system of sequence data analysis

this unique ID will not be held but changed for each new visit. The data also contains a field that

represents the duration of a visit. For example, if one person was in Store A at 6 PM and left it at

7 PM we will have a record that describes that information and it will also contain a field with the

duration 60 (minutes). In figure 3.2 we can see an example of four lines of data.

Figure 3.2: Example of the information contained in the dataset

The data contain records of 180 stores that are divided into 48 categories. A visit of a person

to the shopping centre is a set of stores visited in sequence by one person. After a preliminary

analysis, we detected 45092 different client visits. This makes an average of 2.26 stores visited

by each person per visit. The time interval is between 23/11/2015 and 29/11/2015. In figure 3.3

are presented the Top 5 stores of the data. These five stores were the stores that contained more

records of visits in the analysed data. The store 536 stands out clearly from the others containing

at least twice the visits of all the stores, except the stores 509 and 381. We can also observe to

which category each of these stores belong. In figure 3.4 the Top 5 most frequent store categories

are presented. Once again the range in the number of visits is very marked between the first and
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the remaining categories. In the table we could also observe the relative frequency of each cate-

gory. The figure 3.5 presents the distribution of store categories in each visit. This is a graphic

that contained a much more detailed information of the number of visits to each category.

Figure 3.3: The top 5 Stores by number of visitors in the dataset

Figure 3.4: The Top 5 store categories by number of visitors in the dataset

Figure 3.5: Distribution of the records by category
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The dataset has some limitations. The first one is the amount of data. A little more than one

hundred thousand registers may seem a very reasonable amount of data but in reality, it may not be

enough to validate some more detailed results. The range of the records is also low, corresponding

only to data related to one week, which is a short period. Some periods do not contain any data

which further limits the extent of analysis. The records also show few visits to restaurants and film

theatre combined (less than one hundred). Knowing that the shopping centre where the data was

collected is composed of a large food court and several movie theatres, this is surprising.

3.2 Software and Algorithm

The proposed work has a high-impact practical component for the application context we

study. Every test that we made was executed several times until we reach the desired results. A

fast and efficient algorithm is an important requirement as the computational time has a great im-

pact when working with large-scale datasets, as it is in our case study. The available databases

contained a large volume of data that limit the number of experiments that could be carried out in

the empirical study. For each scenario, several tests were conducted.

Various data mining software frameworks and algorithms are already implemented and avail-

able for free use. After an analysis of the existing tools and libraries, we have decided to use

SPMF, an open source data mining library [FVLG+16]. The toolkit implements 122 pattern min-

ing algorithms including sequence mining, which is the task addressed in this work. We choose it

because it is very complete, with 26 sequence mining algorithms implementation, it is open source

and contained a GUI.

We have considered several algorithms from the SPMF library that use the same input file

format. The biggest input file contained more than 40000 lines. There were several algorithm can-

didates available that satisfied our pretensions and obtained similar performance results. Among

the several candidate algorithms that fulfilled our analysis criterion, we chose the SPAM algo-

rithm because because of the flexibility it provides. SPAM was the first implemented depth-first

search strategy for mining sequential patterns [AGYF02]. With this SPAM implementation, we

can choose the minimum and the maximum pattern length. The minimum and the maximum

pattern length can help to limit the number of undesired patterns returned in the analysis. For

example, we had not interest in analysing patterns of the results with only one element. The use

of these variables during the sequence mining can lead to show more correct results because it

widens the spectrum of search.

3.3 Research Questions

The main objective of this work was to analyse the sequence mining techniques applied in the

shopping data provided by Movvo. The purpose of this analysis was to discover new informations
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about the sequential visits of the buyers. It was also to confirm information about the buyers that

could be obtained with other analysis.

With a sequence mining approach, we are able to find the patterns that occur sufficiently often

in the data to be of any practical interest. Those patterns enable us to better understand the clients

of a retail establishment. For example, if we know that there is a sequence A - B - C with 5 %

frequency we know that a significant proportion of our clients visit those stores in that order. That

information can lead to the discovery of, for example, popular routes of stores in the clients visits

to that shopping centre. This analysis can also relate stores that are often present simultaneously in

different patterns. It can also be used to confirm the general idea of the popularity and importance

of those stores to the retail establishment that can be obtained using association rules. Through the

analysis of the patterns, we can also speculate: is store "C" the place where the shopper frequently

goes first when they want a specific product? Are stores "A", "B" and "C" of the same category

and the client only purchases a determined product in the last store? These speculations, together

with other data can lead to the discovery of important information about those stores.

The flow of people who go through frequent shopping paths can also be analysed through the

patterns. Knowing that two stores are present in various patterns tells us that there is likely a strong

connection between these two stores. Understanding this connection may lead to business value.

For instance, store locations may be changed. If the goal is to attract more people to a particular

area, we can distance those two stores, forcing people to go through areas between them. Alter-

natively, these two stores may be placed closer together to increase that connection, as well as

customer convenience. This change can be made either in existing retail establishments or even in

the planing of new ones.

The stores that appear more often at the beginning and at the end of patterns is one of the

explored subjects in the dissertation . This positioning at the extremes of patterns may raise some

questions. The stores that appear first may be the most attractive or they are not able to satisfy

buyer needs, thus causing them to look into other stores. On the other hand, stores that appear most

often at the end of patterns may be the ones that helped buyers to meet their needs or they may

be less interesting. These questions can be further investigated, when detected by the sequence

mining algorithms.

3.4 Representations

As discussed earlier, the data available contained information that can be used to build richer

sequences, not only sequences of the stores that were visited by customers. One of our goals was

to explore if the algorithms available were able to explore that information and extract patterns
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that provided alternative and complementary perspectives of sequences. We have divided the ex-

periences made in four different representations. Each representation is composed with sequences

that contain different information. This division allowed us to analyse different aspects of the

available data and reach conclusions on each of these representations. The first representation was

composed of stores. The second representation was composed of the stores and the duration of

the visit in that store. The third representation was composed of the stores and the time of the day

of the visit. The fourth representation was composed with stores, the duration of the visit in that

store and the time of the day of the visit.

Given that the implementation of the SPAM algorithm that was used is only able to deal with

numerical data, we mapped the values of nominal variables into integers. The 100 stores contained

in the data are represented with the numbers between 100 and 1175. This encoding was already

in the original raw data. Based on expert knowledge, the duration of a visit to a store was divided

into four categories:

• Very short visit - visit < 5 minutes: represented as 0

• short visit - 5 ≤ visit ≤ 10 minutes: represented as 1

• medium visit - 10 < visit ≤ 25 minutes: represented as 2

• long visit - visit ≥ 25 minutes: represented as 3

The very short visit represent visits that are too short to enable any useful activity in the store.

The time of the day that a visit was done is also divided into categories:

• morning period - between 10 AM and 1 PM - represented as 10

• early afternoon period - between 1 PM and 4 PM - represented as 11

• afternoon period - between 4 PM and 7 PM - represented as 12

• evening period - between 7 PM and 10 PM - represented as 13

• night period - between 10 PM until closing hour - represented as 14

This division was also based on experts knowledge and in the opening hours of the shopping cen-

tre.

In addition to the parsed variables being encoded it is also necessary to add tool-specific sym-

bols that will be used to run the sequence mining tests. The separation between items of a sequence

is encoded as ’-1’. The end of a sequence is encoded as ’-2’.

The first representation is the simplest because it s the only of the analysed representations

that only contain one value in each item of the sequence. These sequences represent the stores
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that someone visited in temporal sequence during a visit to this shopping centre (figure 3.6). Each

store is represented by a predetermined code. This representation allows an analysis of the stores

that are more common visited in sequence. It also allows the discovery of stores that are often

related in several sequences.

Figure 3.6: Representation of stores’ sequences

Each item of a sequence can be represented with multiple values. In this project, each item

represents a visit to a store and the characteristics of those visits will be included in the representa-

tion. In figure 3.7 are represented a few examples of these sequences. Besides the ID of the store,

each item also contains the duration that the client spends in that store. For example, in the first

line of figure 3.6 the second item contains ’1 509’, which means that the customer visited store

’509’ and the visit was a very short one, represented with the number: ’1’. The sequence analysis

also allows an analysis of the items with different sizes. In this figure, we can also see that not all

the items contain both stores and duration. In the third sequence of the figure only the fifth item

contained both of these elements. By adding this attribute we can discover similar informations of

the previous representation but taking into account the duration.

Figure 3.7: Representation of sequences composed of stores and respective duration of the visit

The next representation is very similar to the previous one. These sequences contain the store’s

number but instead of the duration, they contain the time of day of that visit. Figure 3.8 represents

some of these sequences. The first element of the first line is ’10 375’, meaning that the customer

visited store ’375’ in the morning: ’10’. In this representation, we notice that it is possible that

sequences may contain elements of different times of the day. By adding the time of the day, we

can discover sequence patterns of stores in specific periods.
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Figure 3.8: Representation of sequences composed of stores and respective time of day of the visit

The last representation combines all information discussed so far. Each element contains the

store number, the duration of the visit and the time of the day where that visit occurred. In figure

we can see some examples of those sequences. For example, the first element of the first sequence

is a long visit to the store number 381 in the early afternoon period.

Figure 3.9: Representation of sequences composed of stores and respective duration and time of
day of the visit
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Chapter 4

Results

In this chapter, we discuss the results obtained in this project. It is divided into four sections,

one for each each type of sequence representation analysed. A final section discusses results in

general. The results refer to the analysis of the tests in several parameters. We will not present

all the results for each representation but rather examples of information found in those results.

In most cases, the tests can be adapted to get more abroad results with the same methods that we

have used.

As each of the representations contains different information, the methods also vary. All the

tests presented were obtained with multiple test and evaluation cycles, until the amount of desired

registers was obtained. The tests only refer to the original dataset. The main goal of this chapter is

to answer the questions raised in section 3.3. The meaning of the word pattern in this dissertation

is referring to frequent sequences that we founded. We use this terminology to distinguish the

frequent sequences, that were the results of the experiences, from the normal sequences that we

used to make the analysis.

4.1 Representation 1: stores

This representation is the simplest one because the sequences contain only the stores visited.

Being simple does not mean that it is not possible to extract important conclusions. The initial

approach was to test several values for the minimum support threshold. A suitable value generates

a number of results that is not too small or too large. With a threshold of 0.01 (or 1%) we found

325 frequent sequences with two stores, 146 with three stores and 23 with four stores, resulting in

a total of 494 patterns with at least 2 stores. To be part of this group the patterns need to have at

least 175 matches in the 17539 visits (approximately 1 %).

The patterns that appear more often are:
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• two stores’ patterns

– < 531 - 536 > 1128 times, 6.6 %

– < 487 - 536 > 1165 times, 6.6 %

– < 381 - 509 > 960 times, 6.6 %

• three stores’ patterns

– < 487 - 531 - 536 > 446 times, 2.5 %

– < 381 - 509 - 536 > 392 times, 2.2 %

– < 381 - 501 - 509 > 374 times, 2.1 %

• four stores’ patterns

– < 385 - 388 - 391 - 391 > 209 times, 1.2 %

– < 377 - 381 - 501 - 509 > 199 times, 1.1 %

– < 381 - 501 - 509 - 536 > 198 times, 1.1 %

In the results we can observe that stores 531 and 536 are very related in sequence visits. They

are present not only in the two stores’ patterns but also in the three stores’ patterns. But if we

notice the stores 381 and 509 are present in the patterns of size three although they do not have

so many occurrences as the previous mentioned stores. There are 33 additional patterns with two

stores, appearing at least 500 times(2.9%). Appendix A contains a list that contains all the patterns

that were found.

The order of the elements is also considered in the analysis. There are stores that appear more

often at the beginning and at the end of the patterns. The is to detect the largest discrepancies

between the frequency of a store in the original informational and the frequency of this element in

the patterns in a certain position. The top five stores in the beginning and at the end of the patterns

are:

• Beginning

– Store 381 - 18 times, 5%

– Store 361 - 18 times, 5%

– Store 377 - 18 times, 4%

– Store 370 - 18 times, 4%

– Store 371 - 18 times, 4%

• Ending

– Store 536 - 53 times, 16%
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– Store 509 - 24 times, 7%

– Store 531 - 22 times, 6%

– Store 487 - 16 times, 4%

– Store 501 - 12 times, 3%

If we compare the frequency of store 536 in the ending position which is 16% while its fre-

quency in the data is of 5.5%, this represents a significant difference. Doing this comparison to

each store we were able to find some of the biggest detours and why they happened. By finding

this discrepancies in the comparison we can conclude what are the stores that are more present in

the patterns.

Since the categories of the stores are available in the data, we can analyse these results accord-

ing to this information. The most frequent categories founded in the patterns are:

• Clothing in general - 122 times, 25%

• Miscellaneous - 56 times, 11%

• Ladieswear - 52 times, 11%

• Underwear - 41 times, 8%

• Shoe Store - 40 times, 8%

In this list is also described the number of occurrences for each category and the frequency

that it represents. With this list we can, for example, compare the frequency of the category in

patterns and the frequency of the category in the data. The difference between the frequency in

the patterns (25%) and in the data (13%, it can be found in figure 3.5 ) is quite large.

We also identified frequent sequences that contained only stores from a single category. There

were 9 such categories, among which only the "clothing in general" category had more than 4 oc-

currences, namely 12, representing 3% of the patterns in that situation. Adding all the occurrences

that was composed with items of the same type, we only have 25 in total, making only 5% of the

patterns. This result can indicate that in the frequent sequences found in our dataset, there are no

great similarities of store’s categories between the items of the same pattern.

4.2 Representation 2: stores and duration of visits

In this experiment, we add the duration that a customer spent inside of the stores. The se-

quence mining algorithm was tested with a support threshold of 1%. The results included many

patterns containing only duration (without store ids). Then we refined the results, selecting only

the patterns that contained at least a store present in one of their items. We found 349 patterns

in these circumstances. The patterns that appeared more often are the ones related to the most

frequent store, 536:

31



Results

• < short , 536 > - 3692 times, 30%

• < short , short, 536 > - 3094 times, 25%

• < long , 536 > - 2380 times, 19%

Here we can observe that this store is frequently preceded by short visits in one and two stores. It

also is preceded by long visits a large amount of times.

With this representation, we can also extract other types of results. For example, the sub-

patterns < 381 , short > is present in 1776 patterns, roughly 15% of all patterns. This means that

after a visit to the 381 store the following store is visited for a short period.

In addition to these two types of patterns we can also find others in which one of the elements

contains at the same time a store and a duration of a visit. But not all these patterns contain infor-

mation about patterns. For example, < {long, 536} > refers to a single element. That element is

composed of two values: long and 536. Such information can be obtained with simpler tools. n

the other hand, a pattern such as < long, {long, 536} > indeed contains information about a pattern.

This pattern is presented in 1265 visits and it shows that after a long visit to a store there is often

another long visit to store 536.

Stores 486, 349, 377, 378 and 486 are much more often associated to very short visits. Know-

ing that people spent less time inside a store we know that the probability of a purchase being

made is reduced. Store 501 is more often associated with long visits. The pattern < long, {long,
501} > indicates that there is a long visit before a long visit to the store 501. Spending at least 30

minutes in a store significantly increases the chance of buying some product in that place.

The duration of visits of customers to stores is an indicator of the probability of buying some-

thing. However, all the conclusions that we can draw must be subject to confirmation by other

means (e.g. analysing sales data). All of the patterns that contain several elements are specializa-

tions of the shorter ones, making many of the patterns very similar among each other. In appendix

B the complete set of results concerning this representation are presented.

4.3 Representation 3: stores and time of the day of the visit

Alternatively to representation 2, representation 3 complements the information about the store

with the time of the day replacing the duration of the visit. The goal was to observe if there are any

resemblances with the patterns found in the experiments with representation 1. First, we divided

the data in five subsets, each one corresponding to one time of the day. We applied the sequence

mining algorithm to each one of the subsets of data. Because of the small amount of data in each

time of the day, we have selected a value of 0.5% for the support threshold, obtaining the following

results:
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Time of Day Number of Visits Number of patterns

morning 949 39

early afternoon 1022 27

afternoon 931 39

evening 1138 32

night 853 34

Table comparing the number of total visits and the numbers of patterns found in five time of day

periods

The table shows that a larger number of visits does not necessarily imply a larger number of

patterns. The evening period, which is the one with more visits, is only the fourth regarding the

number of patterns found. Maybe this happens because the people who go to a shopping centre in

this period are more in a hurry and only want to go to a specific store. We can also observe that

the period with the least number of visits was the third one regarding the number of patterns found.

The table below presents the top 5 stores according to the number of times they appear in

frequent sequences, for each period of the day. Their frequency in the data is also presented (in

between parenthesis). It shows, in some cases, large discrepancies between the two frequency val-

ues. Store 494 (highlighted in bold) is the second most frequent in patterns regarding the morning

period, although it is only the 26th most frequent in the data. In general, this store has a higher

frequency in patterns concerning that period, when compared to other times of the day. We can

speculate that this store is a good store to invest with if we want to increase our clients numbers in

this period, for example. This kind of pattern occurs with several stores. Store 377, despite being

only the 12th most frequent in the original data, is represented in the top 5 of the latest three peri-

ods (4th in afternoon period, 3rd in evening period and 3rd at night period), concerning frequency

in patterns. By observing these differences we can conclude what are stores that are more popular

in patterns of a determined period of the day.

Rank Morning Early afternoon Afternoon Evening Night

1 536 (1) 501 (13) 536 (1) 509 (2) 509 (2)

2 494 (26) 509 (2) 509 (2) 501 (13) 536 (1)

3 509 (2) 536 (1) 361 (8) 377 (12) 377 (12)

4 486 (17) 513 (33) 377 (12) 486 (17) 531 (4)

5 385 (7) 391 (27) 531 (4) 391 (27) 501 (13)

Table comparing the Top 5 stores present in the patterns for each time of the day period and the

relative position of those stores in the original data between parenthesis

As expected, some stores are frequent both in the data and in the frequent sequences. For

instance, Stores 536 (most frequent in the original data) and 509 (second most frequent in the
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original data) are present in the top 5 of the different times of the day, in terms of frequency in

patterns. On the other hand, store 381, the third most visited store does not appear in the table.

That fact is probably due to a uniform distribution of the visits throughout the entire day.

All the patterns founded were composed of two items. For example, in the morning period,

one of the patterns found was: < 531, 536 >. This pattern indicates that a visit was first made

to the store 531 and then to store 536. An analysis made to each pattern could be interesting to

a specific store in order to see the comparability of that stores with other in specific times of the

day. For example, if we choose the store number 494 we find 5 patterns with it. Being all patterns

composed by only two stores, we can speculate that those patterns may indicate five stores that are

related with store number 494 in this period.

Other characteristics can be added to the analysis to improve the results. For example, we

can also see the most visited categories present in the patterns for each time of day. The table

below represents one of the added characteristics. For example, if we look at the morning period,

we realize that the children’s wear stores are the 2nd most frequently, although it is the 6th most

frequent in the original data and it is not present in any other time of the day. The opticians’ stores

also stand out with the presence in the Top 5 of the 3 later times of day.

Top Morning: 10 -

13h

Early Afternoon:

13 - 16h

Afternoon: 16 -

19h

Evening: 19 -

22h

Night: 22 - 03h

1 clothing in gen-

eral (1st)

clothing in gen-

eral (1st)

clothing in gen-

eral (1st)

clothing in gen-

eral (1st)

clothing in gen-

eral (1st)

2 children’s wear

(6th)

shoe store in

general (8th)

optician (10th) shoe store in

general (8th)

bijouterie (5th)

3 underwear (7th) miscellaneous

(2nd)

miscellaneous

(2nd)

jeans and casual

wear (11th)

shoe store in

general (8th)

4 ladieswear (3rd) jeans and casual

wear (11th)

shoe store in

general (8th)

bijouterie (5th) optician (10th)

5 shoe store in

general (8th)

bijouterie (5th) ladieswear (3th) optician (10th) miscellaneous

(2nd)

Table comparing the Top 5 stores’ categories present in the patterns for each time of the day

period and the relative position of those stores’ categories in the original data between parenthesis

These results confirm that patterns of visits to stores vary their frequencies depending on the

time of the day. However, we note that these results must be further investigated, as the dataset

contains few registers of visits in each period. Appendix C contains all the results of these experi-

ments.
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4.4 Representation 4: stores, duration and time of the day of the visit

The tests made with this representation were the most complex. In addition to the normal

analysis of the previous tests, where we only considered patterns that had at least one store, we

also did an analysis of the most common patterns for the most common values (a specific store,

which contains 180 possible different values, has much less chance of appearing in a pattern than

any reference to the duration of a visit, which contains 4 different values, and the height of the

day, which contains 5 different values).

After combining the three parameters, we tested the sequence mining algorithm with several

values for the support threshold. With it at 0.1, equivalent to 10%, there are only patterns which

repeat the elements in each item, which makes sense, especially on the times of the day. For in-

stance, the < morning, morning > and < short, short > patterns. By decreasing this value, the

number of patterns found increases. For a threshold of 0.08, equivalent to 8%, we detect some

interesting patterns like < evening, {long, evening}> and < {long, evening}, evening>. These

patterns indicate that, in the evening, customers tend to include at least one long visit to one store.

The study of this kind of patterns can contain important information about the general big pic-

ture of the visits in a shopping centre. By analysing the frequent sequences in more high support

thresholds we can observe the most frequent sequence patterns and detect some general shopping

centre’s paths made by the consumers. If we lower the threshold, we find more specific sequences

and detect sequence patterns of a more specific parameter like a time of the day period.

In the following tests, we decreased the threshold value until the algorithm found patterns with

stores, which happened for a value of 0.01 (1%). However, virtually all of the patterns found were

repeated from the ones found in the three previous analyses. This happened because almost every

pattern did not contain elements of the time of the day and duration simultaneously.

The first pattern that contained at least one element of the three parameters was present in

0.96% of the patterns. The pattern is < evening, {long, evening, 536}>. The meaning of it is that

first we have a visit in the evening period, and after that visit we have a long visit, in the evening

period, to store 536. This pattern is very similar to the one found in the previous experiment but

included a store in the second item. The other patterns that were in the same circumstances have

a very small frequency. With a considerably large dataset, even with a small threshold, those pat-

terns could be much more significant because there were many occurrences to corroborate them.

This means that further experiments must be carried out to consolidate these results.

Additionally, stores 536 and 509 are the most frequently found in the patterns, confirming

their frequency on the original data. Any of the frequent sequences found contained more than

one time of the day simultaneously. Many of those contained the same time of day in all elements

besides other items. For example: < {long, evening}, evening, {very short, evening}>. This
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probably happened because the times of the day periods were well divided and they extend for 3

hours each, which gives a much longer time total than most of visits’ duration. All the results of

this experience can be observed in appendix D.

4.5 Results Discussion

As mentioned above, all the results presented in this chapter are examples that illustrate the

kind of information we can obtain in the experiments we made. In most cases, these results were

the most significant, i.e., the results that contained the highest number of occurrences. Additional

information can be obtained with an analysis of the results in the appendices.

Most of the goals we set out to investigate have been met. The results from the tests proved

that it is possible to discover potentially valuable information applied to store visits data in a retail

space. Patterns of four different types were found:

• Patterns that only contained stores allowed the extraction of patterns describing frequent

patterns of store visits.

• Patterns that contained stores and duration enabled the algorithm to obtain patterns of visits

to stores together with an indication of the interest of the store to the customer.

• Patterns that contained stores and times of the day allowed the extraction of patterns sepa-

rately for different periods of the day.

• Patterns that contained stores, duration and times of the day enabled the extraction of more

fine-grained information about customer habits. Through this information we can possibly

make a more detailed study to find some costumer behaviour habits.

Data preparation was very important for a much better analysis of the data. From the 45092

visits, only 17539 had at least two stores. There must be at least two elements in a pattern for the

results to be interesting. A study of the available dataset should be done so that we can eliminate

information that will not be useful to us before starting the experiments.

The analysis carried out here is very broad and the results obtained would be interesting for

the owners of a shopping centre and possibly also for the owners of stores. Using the tests carried

out, you can pick up a specific store or set of stores and make a more specific analysis of the re-

sults as indicated in section 4.3. The patterns could be used to find what sequences of stores their

clients visit more frequently; which stores they visit before and after the visit to a particular store;

what happens in a specific time of the day; if the duration of a visit to a given store influences the

duration of the following visits.
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Conclusions and Future Work

We are at a stage where access to information increases from day to day. The company that

provided us with the data has the ability to collect the location of people inside indoor spaces,

namely shopping centres. Analysing that type of data can bring us more information about the

consumers and their behaviours. The present dissertation discusses the use of sequence mining

techniques to identify patterns of customer behaviour in a shopping centre. Prior to this project,

the use of sequence mining techniques in the retail data provided by Movvo has not been done.

The use of these techniques enabled the extraction of sequential patterns related to the this data.

The dataset provided consists of a collection of visits, each from a person to a particular store

at a particular time. Each of these visits contained various types of information. Through this

information we were able to analyse different factors: store category, duration of a visit and the

time of the day that a visit was made.

The study that we made proposes a new approach to the analysis of the provided dataset. The

developed methodology applies sequence mining techniques regardless of the size of the dataset.

The use of sequence mining allows discovering several types of patterns with items of different

types and sizes. The evaluation of the performed analyses allowed us to confirm the potential that

exists in generalizing the use of these techniques in retail related datasets.

The project was divided into four experiments with four different sequence representations.

The first representation was composed by stores. The second representation was composed by the

stores and the duration of the visit in that store. The third representation was composed by the

stores and the time of the day of the visit. The fourth representation was composed with stores, the

duration of the visit in that store and the time of the day of the visit. In each of these experiments,

we analysed the different representations in the information to obtain different conclusions in each

one. In each experience we had to do little adaptations. The adaptations used were also different

in each experience and are explained the reasons for that during the dissertation.
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We used an implementation of several sequence mining algorithms called SPMF. After several

tests, the SPAM algorithm was chosen because it was the most flexible since it allowed the se-

lection of a minimum number of elements in the sequences, and for the efficient implementation.

Several smaller programs in the Java language were written to help the conversions of the data in

the SPMF desired format.

5.1 Goals achieved

The main goal of detecting different sequence patterns in the data was achieved. In the ex-

periments, we detected patterns of stores, stores and their duration and stores in specific times of

the day. To be able to do this we had to adjust the support threshold of the sequence mining to

minimise the number of results and select the most important ones. The support threshold is a

parameter that corresponds to the minimum amount of occurrences that a pattern need to fulfil to

be present in the founded patterns.

It was possible to obtain some patterns that contained stores, times of the day and duration of

the visit. However, the available dataset was relatively small (one week of data) which reduces

the generality and the strength of the conclusions. To consolidate the results of this work, a much

bigger dataset is needed.

The detection of patterns of sequences in the shopping centre was also conducted with suc-

cess. By analysing the most frequent sequences we were able to observe general patterns of buyers.

Those patterns contained information like the duration and the time of the day.

In terms of potential value to business we discover some interesting patterns. We have found

general patterns of frequent sequences that can indicate what are the most frequent sequences

made by the clients of this shopping centre. This added value can culminate in some decisions in

a shopping centre like detect the most popular stores in sequences, detect the patterns in different

times of the day, etc. Detecting patterns related to a specific store is also possible with our analy-

sis. We can make a specific analysis of the results obtained to a specific store and discover what

are the stores that are more present together in the patterns.

The patterns obtained were also analysed in terms of the categories of the stores. These fre-

quent sequences found contained some repeated categories in its elements but in most of the visits,

the categories were not repeated. We could not conclude that there were sequence patterns of buy-

ers looking for a specific product in many stores of the same category. The category topic could be

replaced with another topic in order to analyse other types of information. We did not use many

topics due to the lack of them in the database.
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5.2 Future Work

The dataset we worked with, despite having 100,000 records, was not enough to get the best

results in all experiments. It corresponds to a single week in terms of time. A much larger dataset,

relative to a longer period is necessary to be able to confirm and improve the results of the experi-

ments we carried out.

A possible integration of some of these analyses into a company’s workflow could also be im-

plemented. It would only require an adaptation of the format of the data and also some automation

processes such as the use of the algorithm. It could be included in the analysis process already

existing. It would however increase the computational time of that process.

It would also be interesting to make experiments to extract patterns allowing gaps between

the elements. If we made an analysis with gap with value ’1’ we would detect all the sequence

patterns that contained one item between any other two elements of a pattern. Adding this factor

could increase the number of sequence patterns found because we would exclude the items that

were present in between any two elements of a pattern and potentially decrease the number of se-

quence patterns that we not found due to the presence of a very short visit to a store, for example.

In addition, some other variables could be added to bring new information about the dataset. For

example, we could have a variable that contained if the visit bring any sale to the store and the

value of it. These variables could

Through a deeper analysis of the obtained results, it would be possible to make a study of the

buyers’ behaviour predictions. In order to do that we would need to make some other analysis and

not considerate only the sequence mining analysis. For example, we could add the information of

what the client really purchased in each visit. We would also could use other clients’ specific at-

tributes like the age, gender, monthly income, etc. That study could lead to a bigger understanding

of the clients in a retail space.

Besides gaining a better understanding of customer behaviour, the methods used in this project

could be used as the basis for a recommendation system. It would recommend stores to customers

depending on the current behaviour during a visit. Such a system could also be extended to make

product recommendations by taking customer age, gender, and other characteristics into account.

This would possibly require a combination of sequence mining with other data mining techniques.
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Appendix A

Store’s only representation experience

Figure A.1: Founded sequences of size 4
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Store’s only representation experience

Figure A.2: Founded sequences of size 3
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Store’s only representation experience

Figure A.3: Founded sequences of size 2
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Store’s only representation experience

Figure A.4: General Results
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Appendix B

Stores and visit duration representation
experience
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Stores and visit duration representation experience

Figure B.1: Founded sequences (part 1)

50



Stores and visit duration representation experience

Figure B.2: Founded sequences (part 2)
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Stores and visit duration representation experience

Figure B.3: General Results
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Appendix C

Stores and time of the day
representation experience

Figure C.1: Founded sequences in morning period

Figure C.2: Founded sequences in early afternoon period

Figure C.3: Founded sequences in afternoon period

53



Stores and time of the day representation experience

Figure C.4: Founded sequences in evening period

Figure C.5: Founded sequences at night period
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Appendix D

Stores, visit duration and time of the
day representation experience
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Stores, visit duration and time of the day representation experience

Figure D.1: Founded sequences (part 1)
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Stores, visit duration and time of the day representation experience

Figure D.2: Founded sequences (part 2)
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Stores, visit duration and time of the day representation experience

Figure D.3: Founded sequences (part 3)
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